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Abstract

We describe a topological method to study the dynamics of dissipative PDEs on a torus
with rapidly oscillating forcing terms. We show that a dissipative PDE, which is invariant
with respect to Galilean transformations, with a large average initial velocity can be reduced
to a problem with rapidly oscillating forcing terms. We apply the technique to the Burgers
equation, and the incompressible 2D Navier-Stokes equations with a time-dependent forcing.
We prove that for a large initial average speed the equation admits a bounded eternal solution,
which attracts all other solutions forward in time. For the incompressible 3D Navier-Stokes
equations we establish existence of a locally attracting solution.
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1 Introduction

Let us consider a dissipative partial differential equation (PDE) with periodic boundary conditions
in Rd (i.e. on the d-dimensional torus Td) of the following form

du

dt
= ν∆u+N(∇u, u) + f(t, x) (1)

where ν > 0, u ∈ Rd and f ∈ Rd is the forcing term.
Additionally, we assume that (1) is invariant with respect the transformation (t, x, u) 7→ (t, x+

at, u + a), where a ∈ Rd (this is the Galilean transformation to a coordinate frame moving with
the velocity a) and we assume the following conservation law

d

dt

∫
Td

u(t, x) =

∫
Td

f(t, x). (2)

In particular, if we assume that ∫
Td

f(t, x) = 0, (3)

then
1

(2π)d

∫
Td

u(t, x) = u0. (4)

For the problem (1,4), for large ∥u0∥ we are interested in the existence of a bounded solution,

which looks like u(t, x) = u0 +O
(

1
∥u0∥

)
defined for all t ∈ R (termed an eternal solution), which

1



attracts all other solutions forward in time. The size of O
(

1
∥u0∥

)
depends on the magnitude of the

forcing f , its time derivatives and the viscosity ν. The important point is that we do not assume
a smallness of f .

The basic idea of our approach can be described as follows: for generic choices of u0 the
transformation moving (1) into a coordinate frame in which the average of u vanishes, leads to a
new form of (1) with a rapidly oscillating forcing term. We prove that in the transformed system

this very rapid oscillation is effectively equivalent to a small forcing term O
(

1
∥u0∥

)
(the bound

for a fixed forcing f and ν). As the result we obtain an absorbing set very close to zero and then
by a topological reasoning we show that it contains an attracting orbit bounded by O(1/∥u0∥),
defined for all t ∈ R. By reversing the initial coordinate change we obtain an attracting orbit

of the form u0 + O
(

1
∥u0∥

)
. We exploit the fact that the rapid oscillations could be effectively

’integrated out’ (or averaged) without assuming the smallness of the oscillating term. This idea
has been known for some time in the numerical analysis, where it is used to obtain effective
quadratures and ODE solvers for system with rapid oscillations (see [I] and the references cited
there), and in the averaging theory developed by Bogolyubov, Neishstadt and others (see for
example [BM, BZ, FW, Nei84, Wa]).

As an application of our approach we chose two models: one dimensional Burgers’ equation
and the Navier-Stokes system in dimension two and three. For the Burgers equation in dimension
one we established the result described above. For the Navier-Stokes equations in 2D, the result
is true for a generic direction of u0 and in 3D for a generic direction u0 we establish the existence
of small locally attracting solution. Each of the mentioned equations required slightly different
approach.

Similar results to ours can be found in [JKM]. There for any ν > 0 the authors established the
existence of a globally attracting solution for 1D viscous Burgers equation with periodic boundary
conditions, under assumption that forcing is periodic in time. Without any proof they state
that this solution scales like u0 + O(1/∥u0∥) (for fixed forcing f and ν). Our result applies to
more general forcings, moreover, we are able to establish the exponential convergence rate to the
attracting solution, while in [JKM] the authors clearly indicated that they cannot make such claim
and they asked for the convergence rate in one of the stated problems [JKM, Problem 3(i)]. The
method in [JKM] appears to be restricted to the scalar equation on one-dimensional domains,
partially due to the use of the maximum principles. In [CMTZ] similar results were obtained
using significantly different techniques from classical nonlinear PDE analysis, the results are more
general in sense the method includes the cases of the damped Euler and 3D Navier-Stokes systems
(Leray-Hopf weak solutions are considered for 3D NS). Moreover, this paper provides a numerical
illustration on the Kolmogorov turbulence model.

As it was already mentioned we use some variant of averaging in our approach. There exists
a large literature on the application of averaging to PDEs (see for example [Bam03a, Bam05,
Cw12, HVL90, He, Mat01, MS03, Mat08, Pr05]). In the available literature there are basically two
approaches to averaging. The first one, in the spirit of Bogolyubov and his coworkers [BM, BZ]
asks for coordinate change, which ’absorbs’ the leading term of perturbation. The second one,
which we will attribute to Henry [He], shows in a direct way that the influence of rapid oscillations
is small. Our approach belongs to the second category. Since we are after global results, we cannot
stay in the framework provided by Henry [He], but we need to construct a priori bounds, to which
the averaging principle is applied. To handle this we use the method of self-consistent bounds
developed in [ZM, ZKS2, ZKS3], which was proposed for computer assisted proofs in dynamics
of Kuramoto-Sivashinski PDE. Recently, this method was further applied to prove the existence
of a globally attracting solution for 1D viscous Burgers equation with some particular choices of
nonautonomous forcings [Cy], [CyZ].

Let us briefly describe our approach, and layout the structure of the paper. To establish the
existence of a globally attracting solution for (1,4) with a large ∥u0∥, we proceed as follows. First,
we establish an averaging lemma for a finite dimensional non-autonomous non-homogenous linear
ODE. Second, we generalize the result for finite dimensional nonlinear ODE problems. We describe
our results for finite dimensional problems in Section 2. Third, using the self-consistent bounds
approach in the dissipative PDE setting, which we recall in Section 3, the result is established for
each Galerkin approximation of the PDE and then using high compactness of trapping regions we
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pass to the limit with the approximation dimension, see Section 4. This third step is where our
method may fail, because it requires the existence of the compact absorbing set. Sections 5 and
6 contain the application of our method to the viscous Burgers equation, with Theorem 6.5 being
the main result. In Section 7 we study the Navier-Stokes equation on 2D and 3D tori, the main
result is Theorem 7.11.

1.1 Notation

Consider a nonautonomous ODE
x′(t) = f(t, x(t)), (5)

where x ∈ Rn and f : R × Rn → Rn is regular enough to guarantee the uniqueness of the initial
value problem x(t0) = x0. We set φ(t0, t, x0) = x(t0 + t), where x(t) is a solution of (5) with
the initial condition x(t0) = x0. Obviously, in each context it will be clearly stated what is the
ordinary differential equation generating φ. We will sometimes refer to φ as to the local process
generated by (5).

If a solution x(t) of (5) is defined for all t ∈ R, then we will call it an eternal solution (or
occasionally an eternal orbit).

For function f(t, z) we will often use Dtf and Dzf to denote the partial derivatives. For
example, Dzf(t, z) =

∂f
∂z (t, z).

For the partial derivatives of f : Rn → R will sometimes use the following notation Dαf , where

α ∈ {1, . . . , n}l is a multiindex of length |α| = l, to denote ∂|α|f
∂xα1 ·∂xαl

.

For a matrix U , we will denote its transpose by U t. For a square matrix U we will denote its
spectrum by Sp(U) = {λ ∈ C | λ is an eigenvalue of U}. If A ∈ Rn×n by µ(A) we will denote its
logarithmic norm [D, HNW, L, KZ], which is defined by

µ(A) = lim
h→0+

∥I + hA∥ − 1

h
. (6)

For the logarithmic norm properties and its relation with the Lipschitz constant for the flow induced
by ODEs see [KZ] and the literature cited there. The logarithmic norm depends on the norm used.
For the Euclidean norm the logarithmic norm of a matrix is given as follows

µ(A) = max{λ, λ ∈ Sp((A+At)/2)}. (7)

For a vector field f(t, x) as in (5) of class C1 and a set J ×W ⊂ R× Rn we define

µ(Dxf, J ×W ) = sup
(t,x)∈J×W

µ(Dxf(t, x)). (8)

For an autonomous system x′ = f(x) and W ⊂ Rn we set analogously

µ(Df,W ) = sup
x∈W

µ(Df(x)). (9)

We will use the following notation, for d ∈ N we set

Sd(p) = 1 +
∑

k∈Zd\{0}

1

|k|p
. (10)

The sum above converges for p > d. The one added the sum is responsible for term with k = 0.
By Td we will denote the d-dimensional torus, i.e. Td = (R/2π)d.

Definition 1.1. Let - · - : R → R be given by

- a -:=
{

|a| if a ̸= 0,
1 if a = 0.
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2 Basic estimates for oscillations in finite dimension

2.1 Linear nonautonomous equations

Assume that A : R → Rn×n is continuous and for k = 1, . . . ,m vk : R → R are C1, gk : R → R are
continuous.

Let us consider the following non-autonomous non-homogenous linear ODE

x′(t) = A(t)x(t) +
∑
k∈JV

gk(ωkt)vk(t), x ∈ Rn. (11)

The set JV in the sum in (11) might be finite or infinite, or the sum might be an integral over
some measure on JV .

For each k ∈ JV let Gk(t) be a primitive of gk, so

G′
k(t) = gk(t). (12)

We will assume later that |Gk(t)| are bounded. This is the reflection of the oscillating nature of
gk.

Let M(t, t0) be a fundamental matrix of solutions of the homogenous version of (11)

x′(t) = A(t)x(t). (13)

This means that for any t0 ∈ R and x0 ∈ Rn the function x(t) = M(t, t0)x0 solves (13) with the
initial condition x(t0) = x0.

It is well known that M has the following properties

M(t0, t0) = I, (14)

M(t, t0)
−1 = M(t0, t), (15)

∂

∂t
M(t, t0) = A(t)M(t, t0), (16)

∂

∂t0
M(t, t0) = −M(t, t0)A(t0). (17)

The general solution of (11) is given by

φ(t0, t, x0) = M(t0 + t, t0)x0 + (18)∫ t

0

M(t0 + t, t0 + s)
∑
k∈JV

gk(ωk(t0 + s))vk(t0 + s)ds.

We compute the integral in the above formula as follows. Using the integration by parts and
(17) we obtain for k ∈ JV

Ik(t+ t0) :=

∫ t

0

gk(ωk(t0 + s))M(t0 + t, t0 + s)vk(t0 + s)ds = (19)

G(ωk(t0 + s))

ωk
M(t0 + t, t0 + s)vk(t0 + s)

∣∣∣∣s=t

s=0

+

− 1

ωk

∫ t

0

Gk(ωk(t0 + s))
∂

∂s
(M(t0 + t, t0 + s)vk(t0 + s)) ds =

1

ωk
(Gk(ωk(t0 + t))vk(t0 + t)−Gk(ωkt0)M(t0 + t, t0)vk(t0)) +

1

ωk

∫ t

0

Gk(ωk(t0 + s))M(t0 + t, t0 + s)A(t0 + s)vk(t0 + s)ds+

− 1

ωk

∫ t

0

Gk(ωk(t0 + s))M(t0 + t, t0 + s)v′k(t0 + s)ds
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For Galerkin projections of dissipative PDEs, while ∥A∥ will not have any uniform bound
independent of the projection dimension, we expect ∥Avk∥ to be uniformly bounded.

Therefore we have proved that for the process generated by (11) it holds

φ(t0, t, x0) = M(t0 + t, t0)x0 +
∑
k∈JV

Ik(t+ t0) (20)

2.2 Estimates for a nonlinear problem

Assume that F : R × Rn → Rn is C1 function and for k = 1, . . . ,m vk : R × Rn → R are C1,
gk : R → R are continuous.

Consider problem

x′ = F̃ (t, x) := F (t, x) +
∑
k∈JV

gk(ωkt)vk(t, x) (21)

and its oscillation-free version
y′ = F (t, y). (22)

Lemma 2.1. Let x : [t0, t0 + h] → Rn and y : [t0, t0 + h] → Rn be solutions to (21) and (22),
respectively, such that x(t0) = y(t0).

Let W be a compact set, such that for any t ∈ [0, h] the segment joining x(t0 + t) and y(t0 + t)
is contained in W .

Assume that for k ∈ JV G′
k(t) = gk(t).

Assume that there exist constants l, C(. . . ) such that for all k ∈ JV holds

sup
t∈R

∥Gk(t)∥ = C(Gk), (23)

sup
t∈R

|gk(t)| = C(gk), (24)

sup
z∈W,s∈[t0,t0+h]

µ(DzF (s, z)) = l (25)

sup
z∈W,s∈[t0,t0+h]

∥vk(s, z)∥ = C(vk) (26)

sup
z,z1∈W,s∈[t0,t0+h]

∥(DzF (s, z))vk(s, z1)∥ = C (DzFvk) (27)

sup
z∈W,s∈[t0,t0+h]

∥∥∥∥∂vk∂t
(s, z)

∥∥∥∥ = C

(
∂vk
∂t

)
(28)

sup
z∈W,s∈[t0,t0+h]

∥∥∥(Dzvk(s, z))F̃ (s, z)
∥∥∥ = C(DzvkF̃ ) (29)

Assume that ∑
k∈JV

C(Gk)C(vk) < ∞ (30)

∑
k∈JV

C(Gk)C (DzFvk) < ∞ (31)

∑
k∈JV

C(Gk)C

(
∂vk
∂t

)
< ∞ (32)

∑
k∈JV

C(Gk)C
(
DzvkF̃

)
< ∞. (33)

Then for t ∈ [0, h] holds

∥x(t0 + t)− y(t0 + t)∥ ≤
∑
k∈JV

1

|ωk|
bk(t) (34)
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where continuous functions bk : [0, h] → R+ depend on constants l, C(gi), C(Gi), C(vi), C (DzFvi),

C
(
∂vi
∂t

)
and C

(
DzviF̃

)
as follows

bk(t) = C(vk)C(Gk)(1 + elt) + C (DzFvk)C(Gk)(e
lt − 1)/l + (35)

C(Gk)

(
C

(
∂vk
∂t

)
+ C

(
DzvkF̃

))
(elt − 1)/l

If infk∈JV |ωk| > 0, the sum in (34) is convergent.

Proof: Let z(t) = x(t)− y(t). We have

z′(t) = F (x(t))− F (y(t)) +
∑
k∈JV

gk(ωkt)vk(t, x) =(∫ 1

0

DxF (t, s(x(t)− y(t)) + y(t))ds

)
· z(t) +

∑
k∈JV

gk(ωkt)vk(t, x(t)).

Therefore
z′(t) = A(t)z(t) +

∑
k∈JV

gk(ωkt)vk(t, x(t)), (36)

where

A(t) =

(∫ 1

0

DxF (t, s(x(t)− y(t)) + y(t))ds

)
. (37)

Let M(t1, t0) is the fundamental matrix of solutions for x′ = A(t)x.
Since z(t0) = 0, then from (18) and (19) it follows that

z(t0 + t) =
∑
k∈JV

Ik(t+ t0) (38)

where

Ik(t+ t0) =
1

ωk
(Gk(ωk(t0 + t))vk(t0 + t, x(t+ t0))−Gk(ωkt0)M(t0 + t, t0)vk(t0, x(t0)) +

1

ωk

∫ t

0

Gk(ωk(t0 + s))M(t0 + t, t0 + s)A(t0 + s)vk(t0 + s, x(t0 + s))ds+

− 1

ωk

∫ t

0

Gk(ωk(t0 + s))M(t0 + t, t0 + s)

(
d

ds
vk(t0 + s, x(t0 + s))

)
ds

From the standard estimate for the logarithmic norms (see for example Lemma 4.1 in [KZ]) we
know that for t ≥ 0 holds

∥M(t+ t0, t0)∥ ≤ exp(lt).

Hence we obtain the following estimate of Ik(t) for t ∈ [0, h] and k ∈ JV

|ωk| · ∥Ik(t+ t0)∥ ≤ C(vk)C(Gk)(1 + elt) + C(DzFvk)C(Gk)

∫ t

0

el(t−s)ds+

C(Gk)

(
C

(
∂vk
∂t

)
+ sup

s∈[0,h]

∥∥∥∥∂vk∂z
(t0 + s, x(t0 + s))x′(t0 + s)

∥∥∥∥
)∫ t

0

el(t−s)ds ≤

C(vk)C(Gk)(1 + elt) + C(DzFvk)C(Gk)(e
lt − 1)/l +

C(Gk)

(
C

(
∂vk
∂t

)
+ C

(
DzvkF̃

))
(elt − 1)/l

This proves (35).
To finish the proof observe that if |ωk| > ϵ > 0 for all k ∈ JV , then assumptions (30–33)

together with the formula (35) imply the convergence of the sum in (34).
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3 Self-consistent bounds for non-autonomous dissipative PDEs

The goal of this section is to recall from [ZKS3] the technique of self-consistent bounds in order
to show that the results from Section 2 can be carried over also in the context of the dissipative
PDEs with periodic boundary conditions. In [ZKS3] the problem was autonomous, hence the need
to extend some definitions, lemmas and theorems to the present content. The changes turn out to
be minor.

First we recall some definitions and results from Section 2 and 3 in [ZKS3].

3.1 The problem

We consider PDEs of the following type

ut = Lu+N(t, u,Du, . . . ,Dru) + V (t, x), (39)

where u ∈ Rn, x ∈ Td, is an d-dimensional torus), L is a linear operator, N - a real polynomial
of u,Du, . . . ,Dru with bounded time-dependent coefficients, here by Dsu we denote s-th order
derivative of u, i.e. the collection of all partial derivatives of u of order s. V is a smooth (C∞)
real function of both variables.

Due to the periodic boundary conditions we will use the Fourier basis {eikx}k∈Zd and we use
the notation

ek = exp(ikx).

We require that L is diagonal in the Fourier basis, namely

Lek = λkek, (40)

and the eigenvalues λk satisfy

λk = −β(|k|)|k|p (41)

0 < β0 ≤ β(|k|) ≤ β1, for |k| > K− (42)

p > r. (43)

The fact that we are considering functions on the torus means that we impose periodic boundary
conditions. We may also seek odd or even solutions or impose some other conditions.

If u(t, x) is a sufficiently regular solution of (39), then we can expand it in Fourier series
u(t, x) =

∑
k∈Zd uk(t)e

ik·x to obtain an infinite ladder of ordinary differential equations for the
coefficients uk

duk

dt
= Fk(t, u) := λkuk +Nk(t, u) + Vk(t), k ∈ Zd, (44)

where Nk(t, u) is k-th Fourier coefficient of N(t, u,Du, . . . ,Dru).
Observe that uk ∈ Cn and equations in (44) are not independent, because the reality of u

imposes the following condition
u−k = uk. (45)

Observe that we will also have a reality condition for V and N(u).

3.2 The method of self-consistent bounds

We begin with an abstract nonlinear evolution equation in a real Hilbert space H (L2 or some its
subspaces in our treatment of dissipative PDEs) of the form

du

dt
= F (t, u), (46)

where the domain of F is dense in R × H. By a solution of (46) we understand a function
u : [t0, tmax) → H, such that (t, u(t)) ∈ domF for t ∈ [t0, tmax] such that u is differentiable and
(46) is satisfied for all t ∈ [t0, tmax).
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The scalar product in H will be denoted by (u|v). Throughout the paper we assume that there
is a set I ⊂ Zd and a sequence of subspaces Hk ⊂ H for k ∈ I, such that dimHk = d1 < ∞ and
Hk and Hk′ are mutually orthogonal for k ̸= k′. Let Ak : H → Hk be the orthogonal projection
onto Hk. We assume that for each u ∈ H holds

u =
∑
k∈I

uk =
∑
k∈I

Aku. (47)

The above equality for a given u ∈ H and k ∈ I defines uk. Analogously if B is a function with
the range in H, then Bk(u) = AkB(u). Equation (47) implies that H =

⊕
k∈I Hk.

For k ∈ Zd we define

|k| =

√√√√ d∑
i=1

k2i

For n > 0 we set

Xn =
⊕

|k|≤n,k∈I

Hk

Yn = X⊥
n ,

by Pn : H → Xn and Qn : H → Yn we will denote the orthogonal projections onto Xn and onto
Yn, respectively.

Definition 3.1. We say that F : R×H ⊃ dom (F ) → H is admissible if the following conditions
are satisfied for any i ∈ R, such that dimXi > 0

• R×Xi ⊂ dom (F )

• PiF : R×Xi → Xi is a C1 function

For an admissible map F and i ∈ R, such that dimXi > 0 we define a projection of F , as a
map PiF : R×Xi → Xi by (PiF )(t, x) = PiF (t, x) for x ∈ Xi.

Definition 3.2. Assume F is admissible. For a given number n > 0 the ordinary differential
equation

p′ = PnF (t, p), p ∈ Xn (48)

will be called the n-th Galerkin projection of (46).
By φn(t0, t, p) we denote the local process on Xn induced by (48).

Definition 3.3. Assume F is an admissible function. Let m,M ∈ R with m ≤ M . Let S ⊂ R
be a connected set. Consider an object consisting of: a compact set W ⊂ Xm and a sequence of
compact sets Bk ⊂ Hk for |k| > m, k ∈ I. We define the conditions C1, C2, C3, C4a as follows:

C1 For |k| > M , k ∈ I holds 0 ∈ Bk .

C2 Let âk := maxa∈Bk
∥a∥ for |k| > m, k ∈ I and then

∑
|k|>m,k∈I â

2
k < ∞. In particular

W ⊕Π|k|>mBk ⊂ H (49)

and for every u ∈ W ⊕Πk∈I,|k|>mBk holds, ∥Qnu∥ ≤
∑

|k|>n,k∈I â
2
k.

C3 The function (t, u) 7→ F (t, u) is continuous on S ×W ⊕
∏

k∈I,|k|>m Bk ⊂ H.

Moreover, if we define for k ∈ I, Fk = max(t,u)∈S×W⊕
∏

k∈I,|k|>m Bk
|Fk(t, u)|, then

∑
F 2
k <

∞.

C4a For |k| > m, k ∈ I Bk is given by (50) or (51)

Bk = B(ck, rk), rk > 0 (50)

Bk = Πd
s=1[a

−
s , a

+
s ], a−s < a+s , s = 1, . . . , d1 (51)

Let (t, u) ∈ S ×W ⊕Π|k|>mBk. Then for |k| > m holds:
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• if Bk is given by (50) then

uk ∈ ∂Hk
Bk ⇒ (uk − ck|Fk(t, u)) < 0. (52)

• if Bk is given by (51) then

uk,s = a−k,s ⇒ Fk,s(t, u) > 0, (53)

uk,s = a+k,s ⇒ Fk,s(t, u) < 0. (54)

In the sequel we will refer to equations (52) and (53–54) as isolation equations.

Definition 3.4. Assume F is an admissible function. Let m,M ∈ R with m ≤ M . Let S ⊂ R
be a connected set. Consider an object consisting of: a compact set W ⊂ Xm and a sequence of
compact sets Bk ⊂ Hk for |k| > m, k ∈ I. We say that set W ⊕Πk∈I,|k|>mBk forms self-consistent
bounds for F over the time interval S if conditions C1, C2, C3 are satisfied.

If additionally condition C4a holds, then we say that W ⊕ Πk∈I,|k|>mBk forms topologically
self-consistent bounds for F over the time interval S

If F and S is clear from the context, then we will often drop F and S, and we will speak simply
about self-consistent bounds or topologically self-consistent bounds.

Given self-consistent bounds W and {Bk}k∈I,|k|>m, by T (the tail) we will denote

T :=
∏

|k|>m

Bk ⊂ Ym. (55)

Here are some useful lemmas from [ZKS3] illustrating the implications of conditions C1, C2,
C3.

From condition C2 it follows immediately that

Lemma 3.5. If W ⊕ T forms self-consistent bounds, then W ⊕ T is a compact subset of H.

The following lemma is an immediate consequence of conditions C2 and C3.

Lemma 3.6. Given self-consistent bounds W ⊕ T , then

lim
n→∞

Pn(F (t, u)) = F (t, u), uniformly for (t, u) ∈ S ×W ⊕ T

Lemma 3.7. Let Wi ⊕ Ti, i = 1, . . . , k forms self-consistent bounds for (46). Let {dn}n∈N ⊂ R be

a sequence, such that limn→∞ dn = ∞. Assume that, for all n, xn : [t1, t2] →
∪k

i=1 Wi ⊕ Ti is a
solution of

dp

dt
(t) = Pdn(F (t, p(t))), p(t) ∈ Xdn . (56)

Then there exists a convergent subsequence {dnl
}l∈N such that,

liml→∞ xnl
= x∗, where x∗ : [t1, t2] →

∪k
i=1 Wi ⊕ Ti and the convergence is uniform on [t1, t2].

Moreover, x∗ satisfies (46).

For a class of dissipative partial differential equations, in our approach, we will often construct
trapping regions, and absorbing sets. In the sequel we construct those sets for viscous Burgers’
equation and the Navier-Stokes equations.

Definition 3.8. Let N0 ≥ 0, φn be a local process induced by the n-th Galerkin projection of
(44). A set W ⊂ H is called the trapping region for large Galerkin projections of (44) if it is
forward invariant, namely if for any pair (t0, u0) ∈ R × W , for all n > N0 and all t ≥ t0 holds
φn (t0, t, Pnu0) ∈ PnW .

Definition 3.9. Let N0 ≥ 0, φn be a local process induced by the n-th Galerkin projection of (44).
A set A ⊂ H is called the absorbing set for large Galerkin projections of (44) , if for any pair
(t0, u0) ∈ R × H there exists t1(u0) ≥ 0 such that for all n > N0 and all t ∈ R, t ≥ t(u0) holds
φn (t0, t, Pnu0) ∈ PnA. Moreover, PnA is forward invariant for φn.
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3.3 Estimates

In the sequel to make some notations and statements shorter and more transparent that whenever
we have 1

|k|s , then for k = 0 we mean that 1
|0|s should be replaced by 1. With this convention we

have the following lemma.

Lemma 3.10 (Lemma 3.4 in [ZKS3]). If γ > d, then there exists constant C2(d, γ) such that for
any k ∈ Zd the following holds true∑

k1,k2∈Zd,k1+k2=k

1

|k1|γ |k2|γ
≤ C2(d, γ)

|k|γ
. (57)

Observe that Nk is a finite sum of the terms of the following form

g(t, a) = w(t)
∑

j1+j2+···+jl=k

(Dα1ap1)j1(D
α2ap2)j2 · · · (Dαlapl

)jl , (58)

where w(t) is a coefficient in N , |w(t)| ≤ W , j1, . . . , jl ∈ Zd, multi-indices α1, . . . , αl such that
|αi| ≤ r and (Dαap)j is p-th component (coordinate) of the j-th Fourier coefficient of (Dαa).

Therefore each term in N give rise to some convolution, which is an infinite sum. We will refer
to these sums as the sums defining Nk or ∂Nk

∂aj
.

The following lemma is an obvious generalization of Lemma 3.1 in [ZKS3].

Lemma 3.11. Assume that N(t, a,Da, . . . ,Dra) is a polynomial in variables a,Da, . . . ,Dra with
time dependent and bounded coefficients (i.e. there exists a constant w, such that for all t ∈ R the
coefficients in N are less than or equal to W ).

Let s > s0 = d+ r. If |ak| ≤ C/|k|s, |a0| ≤ C, then there exists Ĉ, which depends on C, s and
W , such that

|Nk| ≤
Ĉ

|k|s−r
, |N0| ≤ Ĉ. (59)

Moreover, the series defining Nk is absolutely uniformly converging.

The proof is almost the same as that of Lemma 3.1 in [ZKS3]. The only difference is the
following. Where we had previously constant coefficients, we now just insert the upper bound for
the time dependent coefficient.

Lemma 3.12. Assume that N(t, a,Da, . . . ,Dra) is a polynomial in variables a,Da, . . . ,Dra with
time dependent and bounded coefficients (i.e. there exists a constant W , such that for all t ∈ R the
coefficients in N are less than or equal to W ). Assume that N does not contain constant terms or
degree one terms.

Let s > s0 = d+ r. If |ak| ≤ C/|k|s, |a0| ≤ C, then there exists Ĉ, which depends on C, s and
W , such that ∣∣∣∣∂Nk

∂aj
(t, a)

∣∣∣∣ ≤ Ĉ|j|r

|k − j|s−r
, k ̸= j∣∣∣∣∂Nk

∂ak
(t, a)

∣∣∣∣ ≤ Ĉ|k|r.

Moreover, the series defining ∂Nk

∂aj
(t, a) is absolutely uniformly converging.

Proof: We will use the following notation a = (a1, . . . , an) for the components of function a.
Nk is a finite sum of the terms of the following form g(t, a)’s given by (58). Observe that

(Dαap)k = i|α|kα1
· · · kα|α|ap,k. (60)

The partial derivative of g(t, a) with respect to ap,j

∂g(t, a)

∂ap,j
= w(t)

∑
j1+j2+···+jl=k

l∑
e=1

δe(D
α1ap1)j1(D

α2ap2)j2 · · · (Dαlapl
)jl/ap,j , (61)
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where δe = 1, when the e-th factor is (Dα
p )j for some α and 0, otherwise. The e-th term in the

above sum is (Dα1ap1)j1(D
α2ap2)j2 · · ·

∂(Dαeape )je
∂ap,j

· · · (Dαlapl
)jl .

Taking into account the symmetry of j’s, equation (60) and our assumption about |aj |’s we

obtain the following upper bound for
∣∣∣∂g(t,a)∂ap,j

∣∣∣.∣∣∣∣∂g(t, a)∂ap,j

∣∣∣∣ ≤ Wl
∑

j2+···+jl=k−j

|j|r · |j2|r|aj2 | · · · · · |jl|r|ajl | ≤

Wl|j|rCl−1
∑

j2+···+jl=k−j

1

|j2|s−r
· · · · · 1

|jl|s−r

Therefore by Lemma 3.10 we obtain∣∣∣∣∂g(t, a)∂ap,j

∣∣∣∣ ≤ Wl
|j|rCl−1Cl−2

2 (d, s− r)

|k − j|s−r
.

This concludes the proof.

For the computation of the logarithmic norms we will need the following lemma.

Lemma 3.13. The same assumptions as in Lemma 3.12. Assume additionally that s > s′0 = d+2r.
Then ∑

j

∣∣∣∣∂Nk

∂aj
(t, a)

∣∣∣∣+∑
j

∣∣∣∣∂Nj

∂ak
(t, a)

∣∣∣∣ ≤ |k|rG (62)

Moreover, the above bound holds if we replace
∣∣∣∂Nk

∂aj
(t, a)

∣∣∣ and ∑j

∣∣∣∂Nj

∂ak
(t, a)

∣∣∣ by absolute values of

the terms defining ∂Nk

∂aj
(t, a) and

∣∣∣∂Nj

∂ak
(t, a)

∣∣∣.
Proof: From Lemma 3.12 it follows that for some constant G = G(d,C, s− r) holds∑

j

∣∣∣∣∂Nj

∂ak

∣∣∣∣ ≤ |k|r
∑
j

Ĉ

|k − j|s−r
≤ |k|rG1.

For the other sum we reason as follows. From Lemma 3.12∣∣∣∣∂Nk

∂aj

∣∣∣∣ ≤ Ĉ|j|r

|k − j|s−r
≤ Ĉ

|k − j|s−2r

(
|j|

|k − j|

)r

≤

Ĉ

|k − j|s−2r

(
|k|+ |k − j|

|k − j|

)r

=
Ĉ

|k − j|s−2r

(
|k|

|k − j|
+ 1

)r

=

r∑
p=0

(
r

p

)
Ĉ

|k − j|s−2r

(
|k|

|k − j|

)p

≤ |k|r
r∑

p=0

(
r

p

)
Ĉ

|k − j|s−2r+p
.

Now we finish as with the first sum.

The next lemma shows the logarithmic norm in suitable neighborhood of the origin is negative,
if all eigenvalues λk are negative.

Lemma 3.14. Consider (44). Assume that conditions (41), (42) and (43) hold. Assume that
for all k holds λk < 0 i.e. K− < 0 and that N(t, a,Da, . . . ,Dra) is a polynomial in variables
a,Da, . . . ,Dra with time dependent and bounded coefficients (i.e. there exists a constant CN , such
that for all t ∈ R the coefficients in N are less than or equal to CN ). Assume that N does not
contain constant terms or degree one terms.

Let s > s′0 = d+ 2r, C > 0, E > 0. We set

W (E,C, s) =

{
{ak} | |ak| ≤ E, |ak| ≤

C

|k|s

}
. (63)

Then for any s > s′0 and C > 0, there exists E0, such that for any E < E0 and t ∈ R holds

µ(DaF (t, a),R×W (E,C, s)) < 0. (64)
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Proof: Observe first that the perturbation term Vk(t) does not influence the logarithmic norm of
DaF (t, a).

Let us fix s > s0 and C > 0.
We use (7), Lemma 3.13 and the Gershgorin theorem [G] to bound the eigenvalues of Sym(DzF (t, z)) =

(DzF (t, z) +DzF (t, z)t)/2. We have for any E and z ∈ W (E,C, s)

Sp(Sym(DFz(t, z))) ⊂
∪
k

B (λk, G|k|r)

for some constant G independent from E. From (41,42,43) it follows that there exists N > 0, such
that ∪

|k|>N

B (λk, G|k|r) ∩ R ⊂ R−. (65)

Now we will argue that if we take E small enough, then also the other part (with |k| < N) will
be negative.

We want to show that for |k| ≤ N holds

λk +
∑
j

∣∣∣∣∂Nk

∂aj
(t, a)

∣∣∣∣+∑
j

∣∣∣∣∂Nj

∂ak
(t, a)

∣∣∣∣ < 0. (66)

Observe that we have only a finite number of inequalities to satisfy and λk < 0. Hence it is
enough to show that for any k and ϵ > 0 by taking E sufficiently small have

S =
∑
j

∣∣∣∣∂Nk

∂aj
(t, a)

∣∣∣∣+∑
j

∣∣∣∣∂Nj

∂ak
(t, a)

∣∣∣∣ < ϵ. (67)

From Lemma 3.13 it follows that the sums in S are uniformly converging with respect to (t, a) ∈
R ×W (C,C, s). and the particular terms contributing to ∂Nk

∂aj
(t, a) are estimated by a uniformly

absolutely converging series.
Therefore we can bound S as follows

S ≤ S′ =
∑
l∈N

tl (68)

where tl are upper bounds for absolute values of any term entering into ∂Nk

∂aj
or

∂Nj

∂ak
. Observe that

since all terms in N were at least of degree two, each of tl contains as a factor some au for some
u ∈ Zd.

Therefore there exist N1 such that ∑
l≥N1

tl < ϵ/2. (69)

Now observe that by taking E small enough (remember that tl are at least degree 1 in a)∑
l<N1

tl < ϵ/2. (70)

Hence S < ϵ for E small enough.

3.4 Existence of self-consistent bounds and solutions for short time step

The main result in this section is Theorem 3.16, which states that equation (44) satisfying condi-
tions (41), (42), (43) has solutions within self-consistent bounds for a sufficiently short time.
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Lemma 3.15. Consider (44). Assume that conditions (41), (42) and (43) hold. Let s0 = p+d+1
and m ∈ R.

Consider compact set W ⊂ Xm and a sequence of compact sets Bk ⊂ Hk for |k| > m, such that
there exist s ≥ s0 and C ∈ R and the following condition is satisfied

|Bk| ≤
C

|k|s
, |k| > m, k ∈ I. (71)

Then W ⊕Πk∈I,|k|>mBk satisfies conditions C2,C3.

An easy proof is left as an exercise for the reader.

Theorem 3.16. Consider (44). Assume that conditions (41), (42) and (43) hold. Let s0 = p+d+1
Let Z ⊕ T0 form self-consistent bounds for (44) for the time interval [t0, t0 + h0], such that for

some C0 and s ≥ s0 it holds that

|T0,k| ≤
C0

|k|s
, |k| > m, k ∈ I, s > s0. (72)

Then there exist 0 < h ≤ h0, W ⊕ T1 – self-consistent bounds for (44) over time interval
[t0, t0 + h] and L > 0, such that for all l > L and u ∈ Pl(Z ⊕ T0)

φl(t0, [0, h], u) ⊂ Pl(W ⊕ T1). (73)

and

|T1,k| ≤
C1

|k|s
, |k| > m, k ∈ I. (74)

Moreover, the set W ⊕ T1 can be chosen to be convex.
There exists M , such that for u ∈ W ⊕ T0 holds

|φl
k(t0, (0, h], u)| <

C0

|k|s
, |k| > M. (75)

Proof: Let W ⊂ Xm, be a compact set, such that Z ⊂ intXm
W .

By increasing C0, if necessary, we can assume that

|uk| ≤
C0

|k|s
, for all u ∈ W ⊕ T0 and k ∈ I. (76)

We set C1 = 2C0 and define the tail T1 by

T1 = Π|k|>m,k∈IB

(
0,

C1

|k|s

)
. (77)

From Lemma 3.11 applied to the set {u | |uk| ≤ C1

|k|s } over the time interval [t0, t0 + h0] it

follows that there exists Ĉ, depending on C1, s and bounds of coefficients in N such that

|Nk(t, u)| <
Ĉ

|k|s−r
, for all (t, u), such that |uk| ≤ C1

|k|s and t ∈ [t0, t0 + h0]. (78)

From our assumption about smoothness of V it follows that for any s > 0 and any compact
time interval [t1, t2] there exists a constant C = C(V, [t1, t2], s), such that

|Vk(t)| ≤
C

|k|s
, k ∈ Zd, t ∈ [t1, t2]. (79)

Let us take (t, u) ∈ [t0, t0 + h0]×W ⊕ T1 and such that |uk0 | = C1

|k0|s holds for some |k0| > K−.

Then from (78), (79) and (41,42) it follows that

1

2

d

dt
(uk0 |uk0)(t) < −β0|k0|p|uk0 |2 + |uk0 | · |Nk0(t, u)|+ |uk0 | · |Vk0(t)| ≤(

−β0C1|k0|p−s + Ĉ|k0|r−s + C(V, [t0, t0 + h0], s)|k0|−s
)
|uk0 |,
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hence
d|uk0 |2

dt
< 0, |k0| > L, (80)

for L sufficiently large.
This means that any solution u(t) of (44) (or its Galerkin projection) with u(t0) ∈ W ⊕ T1 can

leave the set W ⊕ T1 (in the time less than t0 + h0) only through the boundary of PL(W ⊕ T1).
Consider now the differential inclusion

u′ ∈ PLF (t, u) + ∆, u ∈ XL,∆ ⊂ XL (81)

where the set ∆ represents the Galerkin projection errors on W⊕T1 for the time interval [t0, t0+h0]
and is given by

∆ = {PLF (t, u)− PLF (t, PLu) | (t, u) ∈ [t0, t0 + h0]×W ⊕ T1}. (82)

As it was mentioned in the introduction, by a solution of differential inclusion (81) we will under-
stand any C1 function u : [t0, t0 + tm] → XL satisfying condition (81).

Now we will show that there exists 0 < h ≤ h0, such that if u : [t0, t0 + tm] → XL, where
tm ≤ h, is a solution of (81) and u(t0) ∈ PL(Z ⊕ T (0))), then

u(t0 + t) ∈ intXLPL(W ⊕ T1), t ∈ [0, h]. (83)

Namely, it is enough to take h > 0, h ≤ h0 satisfying the following condition

h ·
(

max
(t,u)∈[t0,t0+h0]×W⊕T1

|PLF (t, u)|+max
δ∈∆

|δ|
)

< dist (PL(Z ⊕ T0), ∂XL
PL(W ⊕ T1)). (84)

We prove next that with such h condition (83) is satisfied.
Let l > L and let u : [t0, t0 + t1) → Xl be a solution of

u′(t) = PlF (t, u), u(t0) = u0 ∈ Pl(X ⊕ T0). (85)

By changing the vector field in the complement of Pl(W ⊕ T1) we can assume that t1 = ∞.
Let

tm = sup{t ≥ 0 | t ≤ h, u([t0, t0 + t]) ⊂ Pl(W ⊕ T1)}. (86)

It is enough to prove that tm = h.
Obviously tm ≥ 0. We will do the proof by the contradiction. Assume that tm < h.
Observe that for t ∈ [0, tm] PLu(t0 + t) is a solution of (81), hence from (84) we obtain

PLu([t0, t0 + tm]) ⊂ intXLPL(W ⊕ T1). (87)

From (80) it follows immediately that

QLu([t0, t0 + tm]) ⊂ int Yl
PlQL(W ⊕ T1). (88)

Hence
u(t0 + tm) ∈ intXl

Pl(W ⊕ T1). (89)

From the above condition and the continuity of u it follows that for some η > 0 holds

u(t0 + tm + t′) ∈ intXl
Pl(W ⊕ T1), t′ ∈ [0, η]. (90)

But this contradicts the definition of tm. Therefore tm = t.
To establish (75) observe that if (t, u) ∈ [t0, t0 + h0] ×W ⊕ T1 is such that C0

|k0|s ≤ |uk0 | holds
for some |k0| > K− then from (78), (79) and (41,42) we obtain

1

2

d

dt
(uk0 |uk0)(t) < −β0|k0|p|uk0 |2 + |uk0 | · |Nk0(t, u)|+ |uk0 | · |Vk(t)| ≤(

−β0C0|k0|p−s + Ĉ|k0|r−s + C(V, [t1, t2], s)|k0|−s
)
|uk0 |.
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Hence
d|uk0 |2

dt
< 0, |k0| > M, (91)

for M sufficiently large.
This means that for any u(t0) ∈ W ⊕ T0 and for |k| > M if |uk(t0)| ≤ C0

|k|s , then we will have

|uk(t0 + [0, h])| < C0

|k|s .

4 Lemma on rapid oscillation in the context of self-consistent
bounds

Our goal is to generalize Lemma 2.1 to dissipative PDEs in the context of self-consistent bounds.
Let us consider two problems of the class defined in Section 3.1

dy

dt
= F (y) := Ly +N(y) (92)

and its non-autonomous perturbation

du

dt
= F̃ (t, u) := Lu+N(u) + Ñ(t, u) + V (t) (93)

where

• L satisfies assumptions from Section 3.1.

• forcing term V (t) is of the following form

V (t) =
∑
k∈Zd

gk(ωkt)vk(t)ek, (94)

where gk : R → R are continuous and vk : R → R are C1 for every k ∈ Zd. This choice of
the forcing term is quite special, but it is enough for our purposes.

• N(u) is a real polynomial of u,Du, . . . ,Dru

• Ñ(t, u) = Ñ(t, u,Du, . . . ,Dru) is a polynomial in variables u, . . . ,Dru with time dependent
coefficients,

Ñ(t, u) =

σm∑
σ=1

g̃σ(ω̃σt)ṽσ(u) (95)

with ṽσ(u) being polynomials in u, . . . ,Dru and g̃σ are bounded continuous functions. Ob-
serve that from the point of view of self-consistent bounds these are nice functions.

Let us remind the reader that all considerations are in some Hilbert space H and ∥ · ∥ denotes
norm in that space, which in the case of coordinates expressed in some Hilbert base {ek} in H, is∥∥∥∑ akek

∥∥∥ =
√∑

|ak|2.

Let G′
η(t) = gη(t) for η ∈ Zd and G̃′

σ = g̃σ for σ = 1, . . . , σm .

We assume that there exist constants AV , BV and sV such that for all t ∈ R and k ∈ Zd holds

sV > d+ p+ r + 1, (96)

|vk(t)| ≤ AV

|k|sV
, (97)

|v′k(t)| ≤ BV

|k|sV
. (98)
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We set (in order to apply later Lemma 2.1)

C(vk) =
AV

|k|sV
, (99)

C

(
∂vk
∂t

)
=

BV

|k|sV
. (100)

We assume that there exist constants C(·) ∈ R such that

sup
t∈R

|g̃σ(t)| = C(g̃σ), σ = 1, . . . , σm, (101)

sup
t∈R

|gη(t)| = C(gη), ∀η ∈ Zd, (102)

sup
t∈R

|Gη(t)| = C(Gη), ∀η ∈ Zd, (103)

sup
t∈R

|G̃σ(t)| = C(G̃σ), σ = 1, . . . , σm. (104)

Assume that ∑
η∈Zd

C(gη)C(vη) < ∞, (105)

∑
η∈Zd

G(Gη)
1

|η|sV −p
< ∞. (106)

Observe that from (105) it follows that

sup
t∈R

∥V (t)∥ ≤
∑
η∈Zd

C(gη)C(vη) < ∞. (107)

All the notations and assumptions listed above are assumed for all the lemmas in this subsection.
The lemma below states that we can have common self-consistent bounds for both problems

(92) and (93) for the same time step.

Lemma 4.1. Let s0 = p + d + 1. Let Z ⊕ T0 form self-consistent bounds for (92) and (93) over
time interval [t0, t0 + h0], valid for arbitrary {ωη}η∈Zd and {ω̃σ}σ=1,...,σm , such that for some C0

and s ≥ s0

|T0,k| ≤
C0

|k|s
, |k| > m, k ∈ I, sV ≥ s > s0. (108)

Then there exist

• 0 < h ≤ h0, d0 > 0, M > 0

• W ⊕ T1 - self-consistent bounds for (92) and for (93) over time interval [t0, t0 + h], valid for
arbitrary {ωη}η∈Zd and {ω̃σ}σ=1,...,σm ,

such that for all l > d0 and u ∈ Pl(Z ⊕ T0) holds

|φl
k(t0, (0, h], u)| <

C0

|k|s
, |k| > M. (109)

φl(t0, [0, h], u) ⊂ W ⊕ T1, (110)

for both of the semiprocesses (92) and (93) (denoted by the same symbol φl), where

|T1,k| ≤
C1

|k|s
, |k| > m, k ∈ I. (111)

Moreover, the set W ⊕ T1 can be chosen to be convex.
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Proof: The proof is the same as that of Theorem 3.16. The only difference is that the constant
Ĉ, which was considered there will now the following structure Ĉ = Ĉ1 + Ĉ2 +AV , where Ĉ1, Ĉ2

are obtained from Lemma 3.11 for polynomials N , Ñ , respectively. Such constant Ĉ is good for
both equations (92) and (93).

The next lemma shows that under our assumptions all the quantities required by Lemma 2.1
are finite.

Lemma 4.2. Let s0 = d + p + r + 1. Let Z ⊕ T0 be self-consistent bounds for (92) and (93) on
the whole real line R valid for arbitrary {ωη}η∈Zd and {ω̃σ}σ=1,...,σm , such that for some C0 and
s ≥ s0, s ≤ sV holds

|T0,k| ≤
C0

|k|s
, |k| > m, k ∈ I. (112)

Then there exist

• 0 < h ≤ h0, d0 > 0, C1 > 0 and s > 0

• W ⊕ T1 – self-consistent bounds for problems (92) and (93) over the time interval [t0, t0 + h]
valid for arbitrary t0 ∈ R, {ωη}η∈Zd and {ω̃σ}σ=1,...,σm ,

such that for all n > d0 and u ∈ Pn(Z ⊕ T0)

φn(t0, [0, h], u) ⊂ W ⊕ T1,

|T1,k| ≤ C1

|k|s
, |k| > m, k ∈ I.

where φn stands for the semiprocess for n-th Galerkin projection of (92) or (93).
The set W ⊕ T1 can be chosen to be convex, W ⊕ T1 and h do not depend on t0, ωk’s and ω̃j’s.
Moreover, the following quantities are finite and do not depend on t0 (we use symbol Pi to

denote the Galerkin projection of the map, where we restrict both the range and the domain, as
defined in Def. 3.1)
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sup
i>0

sup
z∈Pi(W⊕T1)

t∈R

µ(Dz(PiF )(z)) = l

sup
i>0

sup
z∈Pi(W⊕T1)

t∈R

∥Piṽσ(z)∥ = C (ṽσ) , σ = 1, . . . , σm,

sup
i>0

sup
z∈Pi(W⊕T1)

t∈R

∥∥∥(Dz(Piṽσ)(z))(PiF̃ )(t, z)
∥∥∥ = C(Dz ṽσF̃ ), σ = 1, . . . , σm

sup
i>0

sup
z,z1∈Pi(W⊕T1)

t∈R

∥(DzPiF (z))Piṽσ(z1)∥ = C (DzF ṽσ) , σ = 1, . . . , σm,

sup
i>0

sup
z∈Pi(W⊕T1)

t∈R

∥(DzPiF (z))vj(t)∥ = C (DzFvj) ≤
AV

|j|sV −p

(
β1 + ĈSd(s− r)

)
j ∈ Zd,(113)

σm∑
σ=1

C(G̃σ)C(ṽσ) < ∞,∑
η∈Zd

C(Gη)C(vη) < ∞,

∑
η∈Zd

C(Gη)C

(
∂vη
∂t

)
< ∞,

σm∑
σ=1

C(G̃σ)C (DzF ṽσ) < ∞,∑
η∈Zd

C(Gσ)C (DzFvη) < ∞,

σm∑
σ=1

C(G̃σ)C(Dz ṽσF̃ ) < ∞.

Proof:
In order to make our notation more transparent, we will drop the symbols Pi, Pi indicating that

we are in fact working with Galerkin projections. This is justified by the fact that the estimates
we are developing are independent of the projection.

The existence of h > 0 and W ⊕ T1 follows from Lemma 4.1.
In order to estimate l we use (7), Lemma 3.13 and the Gershgorin theorem [G] to bound the

eigenvalues of Sym(DF (z)) = (DF (z) +DF (z)t)/2 for z ∈ W ⊕ T1. We have

Sp(Sym(DF (z))) ⊂
∪
k

B (λk, G|k|r)

for some constant G. From (41,42,43) it follows that Sp(Sym(DF (z))) is bounded, hence l < ∞.
To obtain C(ṽσ) observe that from Lemma 3.11 we have for z ∈ W ⊕ T1

|ṽσ,k(z)| ≤
Ĉ

|k|s−r
, (114)

where Ĉ = Ĉ(C, s, vσ).
From this and since s > s0 it follows that

∥ṽσ(z)∥ ≤ C(ṽσ) ≤
∑
k

Ĉ

|k|s−r
= ĈSd(s− r) < ∞. (115)

Now we estimate C
(
Dz ṽσF̃

)
. From Lemma 3.12 it follows that for z ∈ W ⊕ T1 holds∣∣∣∣∂ṽσ,k∂zj

(z)

∣∣∣∣ ≤ Ĉ1|j|r

|k − j|s−r
, (116)
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where Ĉ1 depends on the polynomial ṽσ, d, r, W , C and s. From our assumptions (41,42,43),
Lemma 3.11 and (97) it follows that

|F̃k(t, z)| ≤
Ĉ2

|k|s−p
, t ∈ R, z ∈ W ⊕ T1 (117)

for some Ĉ2 ∈ R.
Therefore from (116), (117) and Lemma 3.10 we obtain∣∣∣(Dz ṽσ(z)F̃ (t, z))k

∣∣∣ ≤ Ĉ1Ĉ2

∑
j

|j|r

|k − j|s−r|j|s−p
=

Ĉ1Ĉ2

∑
j

1

|k − j|s−r|j|s−p−r
< Ĉ1Ĉ2

∑
j

1

|k − j|s−r−p|j|s−p−r
≤

Ĉ1Ĉ2C2(d, s− r − p)

|k|s−r−p
.

Hence there exists a constant C(Dz ṽσF̃ ) such that∥∥∥Dz ṽσ(z)F̃ (t, z)
∥∥∥ ≤ C(Dz ṽσF̃ ).

To obtain an upper bound for C(DzF ṽσ) we proceed as follows. We have bound for |ṽσ(z)|
for z ∈ W ⊕ T1 given by (115), while for DzF (t, z) from our assumptions about L (41,42,43) and
Lemma 3.12 applied to N it follows that

|(DzF (t, z))kj | ≤ |λk|δkj +
Ĉ|j|r

|k − j|s−r
≤ β1|k|pδkj +

Ĉ|j|r

|k − j|s−r
, (118)

where δkj = 1 when k = j and δkj = 0 otherwise. We conclude as in the case of C(Dz ṽσF̃ ).
Now we will estimate C(DzFvj). Observe that

(DzFvj)k = (DzF )kjvj(t).

Therefore from (118) and (97) we obtain

|(DzFvj)k| ≤

(
δkjβ1|k|p +

Ĉ|j|r

|k − j|s−r

)
AV

|j|sV
. (119)

Therefore we obtain

∥(DzFvj)∥ ≤ AV

(
β1|j|p

1

|j|sV
+
∑
k

Ĉ|j|r

|k − j|s−r|j|sV

)
≤

AV

(
β1

|j|sV −p
+

Ĉ

|j|sV −r

∑
k

1

|k − j|s−r

)
≤

AV

|j|sV −p

(
β1 + Ĉ

∑
k

1

|k − j|s−r

)
.

Hence we have

∥(DzFvj)∥ ≤ C(DzFvj) =
AV

|j|sV −p

(
β1 + Ĉ

∑
k

1

|k − j|s−r

)
=

AV

|j|sV −p

(
β1 + ĈS(d, s− r)

)
.

(120)
The assertions regarding the finiteness of sums

∑
σ are true, because we add finite number of

terms, only.
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For the remaining sums over η we have from (99) and (106)∑
η∈Zd

C(Gη)C(vη) ≤ AV

∑
η∈Zd

C(Gη)
1

|η|sV
< ∞.

Analogously we obtain from (100) and (106)∑
η∈Zd

C(Gη)C

(
∂vη
∂t

)
≤ BV

∑
η∈Zd

C(Gη)
1

|η|sV
< ∞.

For the last sum we have from (120) for some constant Ĉ3

∑
η∈Zd

C(Gη)C(DzFvη) ≤
∑
η∈Zd

C(Gη)AV Ĉ3

|η|sV −p

which is finite due to (106).

The lemma below is the variant of Lemma 2.1 adapted to the context of dissipative PDEs and
self-consistent bounds.

Lemma 4.3. The same assumptions as in Lemma 4.2.
Let h and W ⊕ T1 be as in the assertion of Lemma 4.2.
Let y : [t0, t0 + h] → Rn and x : [t0, t0 + h] → Rn be solutions to (92) and (93), respectively,

such that x(t0) = y(t0) = z0, which are contained in W ⊕ T1.
Then for t ∈ [0, h] it holds that

∥x(t0 + t)− y(t0 + t)∥ ≤
∑
j∈Zd

1

|ωj |
bj(t) +

σm∑
σ=1

1

|ω̃σ|
b̃σ(t) (121)

where continuous functions bj , b̃σ : [0, h] → R+ depend on the constants C(· · · ) (see (35)) defined
in Lemma 2.1 and the set W ⊕ T1, but do not depend on t0.

The sum
∑

j∈Zd
1

|ωj |bj(t) is convergent, if for all j ∈ Zd |ωj | > ϵ > 0.

Proof: We apply Lemma 2.1 to Galerkin projections, with uniform estimates of various constants
C(·), which are finite due to Lemma 4.2, and then we pass to the limit (we take convergent
subsequences).

Observe that in the present case our rapidly oscillating part consists of two types of terms the
ones parameterized by σ (there is only a finite number of them) and the other parameterized by
j ∈ Zd. Accordingly the expression for bj ’s in Lemma 2.1 is split into two parts, parameterized by
σ and j.

4.1 Some definitions

In the next sections we will be considering the Burgers equation and the Navier-Stokes equations.
In order to have freedom to play with sV in the context of the two above lemmas we introduce the
following definition.

Definition 4.4. Let f : R × Td → Rn. We will say that f(t, ·) ∈ C∞ uniformly with respect to
t ∈ R, if f(t, ·) ∈ C∞ for all t ∈ R and for every s ∈ N there exists a constant C(s) ∈ R, such that

sup
t∈R,k∈Zd

|k|s|fk(t)| ≤ C(s), (122)

where fk(t) is the k-th Fourier coefficient of f(t, ·).
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If u : Td → Rn, then its Fourier coefficients satisfy for k ∈ Z

uk = u−k. (123)

This motivates the following definition.

Definition 4.5. In the space of sequences {uk}k∈Zd , where uk ∈ Cn, we will say that the sequence
{uk} satisfies the reality condition iff

uk = u−k, k ∈ Zd. (124)

We will denote the set of sequences satisfying (124) by R. It is easy to see that R is a vector space
over the field R.

Formally, space R depend on d and n, but it will be always clear from the context, what R we
are talking about.

Definition 4.6. Let

Z(C, s) =

{
a = {ak}k∈Zd\{0} | |ak| ≤

C

|k|s

}
. (125)

5 Viscous Burgers equation with periodic boundary condi-
tions on the line

The Burgers equation was proposed in [B] as a mathematical model of turbulence. There is a
significant number of applications of the Burgers equation, see e.g. [Wh]. We consider the initial
value problem for viscous Burgers equation on the real line with periodic boundary conditions and
a non-autonomous forcing F , i.e.

ut(t, x) + u(t, x) · ux(t, x)− νuxx(t, x) = f(t, x), t ∈ [t0,∞), x ∈ R, (126a)

u(t, x) = u(t, x+ 2π), t ∈ [t0,∞), x ∈ R, (126b)

f(t, x) = f(t, x+ 2π), t ∈ R, x ∈ R, (126c)

u(t0, x) = ū(x), t0 ∈ R, x ∈ R, (126d)

where ν > 0.
We will use the Fourier series to study (126). Let

u(t, x) =
∑
k∈Z

uk(t) exp(ikx). (127)

It is straightforward to write the problem (126) in the Fourier basis. We obtain the following
infinite ladder of equations

duk

dt
= −i

k

2

∑
k1∈Z

uk1 · uk−k1 + λkuk + fk(t), t ∈ [t0,∞), k ∈ Z, (128)

where

uk(t0) =
1

2π

∫ 2π

0

ū(x)e−ikx dx, k ∈ Z, (129a)

fk(t) =
1

2π

∫ 2π

0

f(t, x)e−ikx dx, k ∈ Z, (129b)

λk = −νk2. (129c)

The reality of u and f implies that for k ∈ Z

uk = u−k, fk = f−k, for t ∈ R. (130)
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We see that variables {uk}k∈Z are not independent. Observe that (see Def. 4.5)

{uk(t)} ∈ R, {fk(t)} ∈ R, for t ∈ R. (131)

We assume that the initial condition for (128) satisfies

1

2π

∫ 2π

0

ū(x) dx = α, for a fixed α ∈ R. (132)

We require additionally that f0(t) = 0 for t ∈ R, and then (132) implies that

u0(t) = α, ∀t ≥ t0. (133)

Definition 5.1. For any given number m > 0 the m-th Galerkin projection of (128) is

duk

dt
= −i

k

2

∑
|k−k1|≤m
|k1|≤m

uk1 · uk−k1 + λkuk + fk(t), t ∈ [t0,∞), |k| ≤ m. (134)

Note that the condition (133) holds also for all Galerkin projections (134) as long as f0(t) = 0 for
all t ∈ R. Also observe that the reality condition (124) is invariant under all Galerkin projections
(134), i.e. if uk(t0) = u−k(t0), then uk(t) = u−k(t) for all t > t0 if the solution of (134) exists up
to that time.

Definition 5.2. Let H be the space l2(Z,C), i.e. u ∈ H is a sequence u : Z → C such that∑
k∈Z |uk|2 < ∞ over the coefficient field R. The subspace H̃ ⊂ H is defined by

H̃ :=

{
{uk} ∈ H : there exists 0 ≤ C < ∞ such that |uk| ≤

C

- k -4
for k ∈ Z

}
.

Let the space H ′ be given by
H ′ := H ∩R.

For the subspace with a0 = 0 we introduce

H ′
0 := H ′ ∩ {a0 = 0}. (135)

Let us comment on Definition 5.2. Despite the fact that we are dealing with complex sequences,
as the coefficient field we use the set of real numbers, because the reality condition is not compatible
with complex multiplication.

The choice of the particular subspace H ′ is motivated by the fact that the order of decay
of coefficients {uk} ∈ H ′ is sufficient for the uniform convergence of

∑
uke

ikx and every term
appearing in (126a).

5.1 The effect of the moving coordinate frame

Let us transform the Burgers equation to a coordinate frame, which is moving with the velocity
c. Since the function u(t, x) has the meaning of velocity, this transformation on the function level
works as follows: u(t, x) is transformed into a(t, x)

a(t, x) = u(t, x+ ct)− c. (136)

We have the following easy lemma.

Lemma 5.3. Assume that for t ∈ R holds
∫ 2π

0
f(t, x)dx = 0 and 1

2π

∫ 2π

0
ū(x)dx = c.

Let u(t, x) be a solution of (126). Then function

a(t, x) = u(t, x+ ct)− c (137)

is a solution of (126) with the forcing term f̃(t, x) = f(t, x+ ct). Moreover,∫ 2π

0

f̃(t, x)dx = 0, ∀t ∈ R,∫ 2π

0

a(t, x)dx = 0, ∀t ∈ R.
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5.2 The action of movement of coordinate frame on the Fourier modes

Assume that
f(t, x) =

∑
k∈Z

fk(t) exp(ikx)

Observe that the Fourier expansion of f̃(t, x) is

f̃(t, x) = f(t, x+ ct) =
∑
k∈Z

fk(t) exp(ik(x+ ct)) =
∑
k∈Z

fk(t) exp(ikct) exp(ikx)

Hence
f̃k(t) = fk(t) exp(ikct). (138)

If u(t, x) =
∑

k∈Z uk(t) exp(ikx) with u0(t) = c, then

a(t, x) = u(t, x+ ct)− c =
∑

k∈Z\{0}

uk(t) exp(ik(x+ ct)) =

∑
k∈Z\{0}

(uk(t) exp(ikct)) exp(ikx)

Hence

a0(t) = 0, ak(t) = uk(t) exp(ikct), k ̸= 0. (139)

6 Burgers equation with large average speed

We consider Burgers equation (126).
Recall that if f0 ≡ 0, then u0(t) = α for t ∈ R. Therefore we can write (128) as follows

u′
k = λkuk − ikαuk +Nk(u) + fk(t), k ∈ Z \ {0}, (140)

where

Nk(u) =
−ik

2

∑
k1∈Z\{0,k}

uk1uk−k1 . (141)

Observe that the transformation of function u(t, x) when passing to the moving coordinate
frame (compare (139)) given by

a0 = 0, ak = uk exp(−ikαt), k ̸= 0, (142)

preserves the reality condition, i.e. if u−k = uk, then a−k = ak and

Nk(a(u)) = Nk(u). (143)

Therefore in the moving coordinate frame we obtain the system

a′k = λkak +Nk(a) + fk(t) exp(ikαt) = F̃k(t, a), k ∈ Z \ {0}. (144)

In order to have a reference, we will also write the autonomous problem

a′k = λkak +Nk(a) = Fk(a), k ∈ Z \ {0}, (145)

and, to be consistent with the previous sections, we denote the forcing term in new coordinates by

Vk(t) = fk(t) exp(ikαt), (146)

so that in the notation introduced in Sections 2 and Section 4 we have

vk(t, x) = fk(t), gk(t) = exp(it), ωk = kα.

and we do not have terms Ñ , ṽσ and ω̃’s.
Let us recall some results regarding the existence of forward invariant absorbing sets for (144).
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Definition 6.1. [Cy, Def. 3.1] Energy of a ∈ H is given by the formula

E({ak}) =
∑
k∈Z

|ak|2. (147)

Energy of a ∈ H0 is given by the formula

E({ak}) =
∑

k∈Z\{0}

|ak|2. (148)

The following result is well known

Lemma 6.2. [Cy, Lemma 3.2] Consider Galerkin projection of (144). Then

dE(a(t))
dt

≤ −2νE(a(t)) + 2
√
E(a(t))

√
E(f(t)). (149)

The two next theorems are about the existence of a trapping region and an absorbing set for
(144) (see Definitions 3.8 and 3.9). Both of the results are well known, here we recall them in the
self-consistent bounds context as given in [Cy]. The results from [Cy] require a little adaptation,
because it was there assumed that f has a finite number of nonzero Fourier coefficients only.
Moreover, now we assume additionally that f0(t) ≡ 0 and a0 = 0. This is the reason why we can
replace E(a) and E(f) by E(a) and E(f) in the present paper.

Theorem 6.3. [CyZ, Thm. 2.8] Assume that the external force f satisfies: f(t, ·) ∈ C∞ uniformly
with respect to t ∈ R, f0 = 0, fk(t) = f−k(t), and supt∈R E ({fk(t)}) < ∞. Let {ak}k∈Z ∈ H,

s > 0.5, E0 =
supt∈R E({fk(t)})

ν2 < ∞, Ẽ > E0, D = 2s−
1
2 + 2s−1

√
2s−1

, N =

(√
ẼD+1
ν

)2

, C >
√
ẼNs

and C > supk∈Z
t∈R

|k|s−3/2|fk(t)|. Then

W (Ẽ , C, s) =
{
{ak} ∈ H ′

0 | E({ak}) ≤ Ẽ , |ak| ≤
C

|k|s

}
is a trapping region for each Galerkin projection of (44) .

Proof: The proof follows the same lines as the proof of [Cy, Thm. 3.4]. What is new here, is
that we consider an arbitrary smooth forcing, and in the previous work we considered only forcing
having a finite number of nonzero Fourier coefficients, therefore we present only new elements of
the required proof.

First, the value supk∈Z
t∈R

|k|s−3/2|fk| is finite, because by assumption f(t, ·) ∈ C∞ uniformly for

t ∈ R.
The arguments below are valid for all Galerkin projections, then we can pass to the limit using

a standard technique.
Now, let us check if for a ∈ ∂W (Ẽ , C, s), such that |ak| = C

|k|s for a |k| > N , the condition
d|ak|
dt < 0 holds, as this is the element of the proof where the forcing enters, and has to be revised.
From [Cy, Lemma 3.3] it follows that

|Nk(a)| ≤
D
√

ẼC
|k|s−3/2

. (150)

We have

d|ak|
dt

< −ν|k|2 C

|k|s
+

D
√
ẼC

|k|s−3/2
+

supt∈R |k|s−3/2|fk(t)|
|k|s−3/2

.

Hence to have d|ak|
dt < 0 it is enough to have

ν
√
|k| > D

√
Ẽ +

supt∈R |k|s−3/2|fk(t)|
C

. (151)
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Therefore for any |k| >

D
√

Ẽ
ν +

supt∈R
k∈Z

|k|s−3/2|fk(t)|

Cν

2

we have d|ak|
dt < 0. Because |k| was

assumed |k| > N =

(√
ẼD+1
ν

)2

>

(
D
√

Ẽ
ν +

supt∈R |k|s−3/2|fk(t)|
Cν

)2

we are done.

Theorem 6.4. [CyZ, Thm 2.9] Assume that the external force f satisfies: f(t, ·) ∈ C∞ uniformly
with respect to t ∈ R, f0 = 0, fk(t) = f−k(t), and supt∈R E ({fk(t)}) < ∞.

Let ε > 0, E0 =
supt∈R E({fk(t)})

ν2 < ∞, Ẽ > E0. Put

si = i/2 for i ≥ 2,

Di = 2si−
1
2 +

2si−1

√
2si − 1

for i ≥ 2,

C2 ≥ ε+

1

2
Ẽ + sup

k∈Z/{0}
t∈R

|fk(t)|
|k|

/ ν, (152)

Ci ≥ ε+

Ci−1

√
ẼDi−1 + sup

k∈Z/{0}
t∈R

|k|si−2|fk(t)|

/ ν for i > 2, . (153)

Then, there exists a sequence of absorbing sets for large Galerkin projections of (44) , i ≥ 2, such
that

Ai

(
Ẽ , Ci, si

)
⊂
{
{ak}k∈Z ∈ H ′

0 | E({ak}k∈Z) ≤ Ẽ , |ak| ≤
Ci

|k|si

}
.

For any s ∈ N, s ≥ 2 there exists Cs, such that W (Ẽ , Cs, s) is an absorbing set for large
Galerkin projections of (44) .

Proof: The proof is essentially the same as the proof of [Cy, Thm. 4.7], where the forcing is
assumed to have a finite number of nonzero modes. Here we consider a general forcing which is
C∞ uniformly with respect to t ∈ R. Therefore the values of supk∈Z/{0}

t∈R
|k|si−2|Vk(t)| are finite.

To show that Ai are forward invariant, the argument is essentially the same, as in the proof of
Theorem 7.8.

To show that there exists Cs, such that W (V0, s, Cs) is a forward invariant absorbing set,
observe that it is enough to take

Cs = max
{
Ci, C̃i

}
, (154)

where C̃i >
√
ẼNsi , and N is defined in Theorem 6.3.

6.1 Main theorem about the attracting orbit

Theorem 6.5. Consider (144). Assume that the external force f satisfies: f(t, ·) ∈ C∞ uniformly
with respect to t ∈ R, f0 = 0, fk(t) = f−k(t), and supt∈R E ({fk(t)}) < ∞. Assume also that
∂f
∂t (t, ·) ∈ C∞ uniformly with respect to t ∈ R.

Let d = 1, p = 2, r = 1. Assume that AV , BV ∈ R and sV are such that

sV > d+ p+ r + 1, (155)

AV = sup
t∈R,k∈Z\{0}

|k|sV |fk(t)|, (156)

BV = sup
t∈R,k∈Z\{0}

|k|sV |f ′
k(t)|. (157)

There exists α̂ > 0 such that for all |α| > α̂
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• there exists an eternal bounded solution of (144) a : R → H ′
0 ∩ H̃,

• a(t) = O
(

AV

|α|

)
+O

(
AV +BV

ν|α|

)
for all t ∈ R

• a attracts exponentially all orbits in H ′
0 ∩ H̃.

Proof: In this proof we will use φ to denote the semiprocess induced by a Galerkin projection
of (144). We will produce bounds and use arguments that are valid for all Galerkin projections.
Then we pass to the limit.

From our assumptions it follows that for t ∈ R and k ∈ Z \ {0} holds

|fk(t)| ≤ AV

|k|sV
, (158)

|f ′
k(t)| ≤ BV

|k|sV
. (159)

First we find a forward invariant absorbing set A, which forms self-consistent bounds for arbi-
trary α for the system (144). We take A = W (Ẽ , Cs, s) for any s ≥ 2 and sufficiently large Cs, i.e.
the forward invariant absorbing set obtained in Theorem 6.4. Observe that A is also an forward
invariant absorbing set for the autonomous system (145).

We want to use Lemma 4.3 on A on the time interval [t0, t0 + h] for arbitrary t0 with h to be
specified later. Let us see first that its assumptions are satisfied. First of all since A is forward
invariant we have a priori bounds valid on any interval [t0, t0+h] and in the notation of Lemma 4.3
we can set Z ⊕ T0 = W ⊕ T1 = A. Formally this is not correct, but the lemma is valid also when
we consider sets contained in self-consistent bounds. This is our present situation.

We do not have the term Ñ(t, a) and our oscillating part has the following form

V (t) =
∑
k ̸=0

exp(ikαt)fk(t) exp(ikx).

Therefore in the notation used in Section 4 we see that gk(t) = exp(it), ωk = kα, vk(t) = fk(t),
Gk(t) = i exp(it), σm = 0 (i.e. we do not have the terms g̃σ and ṽσ). Observe that

|ωk| ≥ α. (160)

We have

C(gk) = C(Gk) = 1, (161)

C(vk) =
AV

|k|sV
, (162)

C

(
∂vk
∂t

)
=

BV

|k|sV
. (163)

It is easy to see that ∑
η∈Z\{0}

C(gη)C(vη) < ∞, (164)

∑
η∈Z\{0}

G(Gη)
1

|η|sV −p
< ∞. (165)

This means that all assumptions from Lemma 4.3 are satisfied.
It follows from Lemma 3.14 that there exists E− > 0, E− depends on Ci and si used in the

definition of A, such that the set

R = A ∩
{
a ∈ H ′

0 | ∥a∥ ≤
√
E−

}
(166)

satisfies
µ(DaF̃ (t, a),R×R) < 0. (167)
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It is important to notice that the estimate for the tail in R and A is the same. Observe that (167)
implies that any two orbits approach each other as long as they stay in R. However R might not
be forward invariant for (144).

Let

E1 ≤ E−

4
. (168)

Let us set
R1 = A ∩

{
a ∈ H ′

0 | ∥a∥ ≤
√
E1

}
⊂ R. (169)

From Lemma 6.2 it follows that for autonomous system (145) (and any Galerkin projection)
holds

d∥a(t)∥
dt

≤ −ν∥a(t)∥,

hence
∥a(t0 + t)∥ ≤ ∥a(t0)∥ exp(−λ1t), for t > 0, (170)

where
λ1 = ν.

Let us fix h0 > 0. Let us set

∆ =
2
√
E1

3
(1− exp(−λ1h0)). (171)

From Lemma 4.3 it follows that there exits α̂, such that for |α| > α̂ holds

∥y(t0 + t)− a(t0 + t)∥ < ∆, t ∈ [0, h0] (172)

where a(t) is a solution of (145) and y(t) is a solution of (144), such that a(t0) = y(t0) ∈ A.
We will prove that for any t0 ∈ R

φ(t0, [0, h0],R1) ⊂ R, (173)

φ(t0, h0,R1) ⊂ R1. (174)

Since A is forward invariant and contains both R and R1, so to establish (173) and (174) we just
need to worry with the value of the norm (or energy) of the solution starting from R1, only.

We have from (170,172) for a ∈ R1, t ∈ [0, h0] and |α| > α̂

∥φ(t0, t, a)∥ ≤ ∥a∥ exp(−λ1t) + ∆ ≤
√
E1 exp(−λ1t) +

2
√
E1

3
(1− exp(−λ1h0)) ≤

≤ 5
√
E1

3
≤

5
√
E−

6
<
√
E−. (175)

This establishes (173).
To establish (174) we compute as above to obtain

∥φ(t0, h0, a)∥ ≤
√
E1 exp(−λ1h0) +

2
√
E1

3
(1− exp(−λ1h0)) =√

E1

(
exp(−λ1h0) +

2

3
(1− exp(−λ1h0))

)
=
√
E1

(
2

3
+

1

3
exp(−λ1h0)

)
<
√
E1.

Therefore from (167,173) and the standard estimates for Lipschitz constants in terms of loga-
rithmic norm (see for example Lemma 4.1 in [KZ]) it follows that

∥φ(t0, h0, a)− φ(t0, h0, y)∥ ≤ eµ(DaF̃ ,R×R1)h0∥a− y∥, a, y ∈ R1. (176)

We consider now a family of time shifts by h0: φ(kh0, h0, ·) for k ∈ Z. In the terminology used
in [CyZ] this is a discrete semiprocess. From [CyZ, Thm. 5.2, 6.16] it follows that in R1 there
exists a – the unique orbit defined for t ∈ R (an eternal bounded solution), which attracts all other
forward orbits with initial condition for t0 = 0 in R1. From (173) it follows that this attracting
orbit is contained in R.
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We will show that all orbits with an initial condition in A at time t = 0 or t = kh0, k ∈ N,
enter R1. This implies that all orbits are exponentially attracted by ā. From (170) and (172) it
follows that for a ∈ A we have

∥φ(t0, h0, a)∥ < ∥a∥ exp(−λ1h0) + ∆ =

∥a∥ exp(−λ1h0) +
2
√
E1

3
(1− exp(−λ1h0)) =

exp(−λ1h0)

(
∥a∥ − 2

√
E1

3

)
+

2
√
E1

3
.

Hence
∥φ(t0, h0, a)∥ < ∥a∥, if ∥a∥ > 2

√
E1

3 .

Therefore there exists K ∈ N, such that for any t0 ∈ R holds

φ(t0,Kh0,A) ⊂ R1. (177)

To finish the proof it remains to establish the bound for the attracting orbit. From (175) it

follows that this bound is given by ∥a∥ ≤ 5
√
E1

3 , where E1 depends on the size of the forcing term
through the following relation (compare (171))

3∆

2(1− exp(−λ1h0))
≤

√
E1, E1 ≤ E−/4. (178)

Observe that the expression for ∆ has the following form (see Lemma 4.3)

∆ ≤
∑

k∈Z\{0}

maxt∈[0,h0] bk(t)

|kα|
=

1

|α|
∑

k∈Z\{0}

maxt∈[0,h0] bk(t)

|k|
, (179)

where the expression for bk is given by (35). It should be noted that in order to estimate the size
of the periodic orbit the values of bk(t) can be computed on R. From (167) since DaF̃ = DF we
have

l = µ(DF,R)) < 0. (180)

This implies that

1 + elt ≤ 2, (elt − 1)/l < t, for t ≥ 0. (181)

After inserting into (35) our estimates (161,162,163) and (181) we obtain (observe thatDzvk(t, z) =
0, hence C(DzvkF̃ ) = 0)

bk(t) ≤ 2AV

|k|sV
+ C (DzFvk)h0 +

BV

|k|sV
h0, t ∈ [0, h0].

For C (DzFvk) we use (113) in Lemma 4.2 and β1 = ν to obtain for t ∈ [0, h0]

bk(t) ≤
2AV

|k|sV
+

((
AV

|k|sV −p

(
ν + ĈS1(sV − r)

))
+

BV

|k|sV

)
h0.

Constant Ĉ depends on C, s (which has been fixed by the choice of A) and the polynomial N .

Since we construct R, which ’isolates’ the periodic orbit, as a subset of A, we will treat Ĉ as the
constant depending on A, which is fixed as we change α.

After summing up over k we obtain

|α|∆ ≤ 2AV S1(sV + 1) +
(
AV S1(sV − p+ 1)

(
ν + ĈS1(sV − r)

)
+BV S1(sV + 1)

)
h0

The size of E1 is given by

√
E1 ≤

3 ·AV S1(sV + 1) + 3
2 ·
(
AV S1(sV − p+ 1)

(
ν + ĈS1(sV − r)

)
+BV S1(sV + 1)

)
h0

|α|(1− exp(−νh0))
.
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For the optimal E1 we should minimize the above expression with respect to h0.
For example, if we set h0 = 1

ν (we have the freedom of increasing of h0 at the cost of increasing
α̂), then we obtain√

E1 ≤ e

(e− 1)|α|

(
AV

(
3 · S1(sV + 1) +

3

2
· S1(sV − p+ 1)

)
+

+
3

2ν
·
(
AV S1(sV − p+ 1)ĈS1(sV − r) +BV S1(sV + 1)

))

After returning to a moving coordinate frame we obtain from Theorem 6.5 the following result.

Theorem 6.6. The same assumptions about f , AV , BV , sV are in Theorem 6.5. Consider problem
(126) together with condition (132).

There exists α̂ > 0 such that for all |α| > α̂

• there exists an eternal bounded solution of (144) a : R → H ′ ∩ H̃,

• a(t) = α+O
(

AV

|α|

)
+O

(
AV +BV

ν|α|

)
for all t ∈ R

• a attracts exponentially all orbits in H ′ ∩ {a0 = α} ∩ H̃.

6.2 Comments on the scaling of the attracting eternal solution in The-
orem 6.5

In the context of the Theorem 6.5, the scaling of the attracting eternal bounded solution a =

O
(

AV

|α|

)
+ O

(
AV +BV

ν|α|

)
is a bit counter-intuitive, because the part O

(
AV

|α|

)
does not go to zero

with ν, which can easily be proved for the eternal solution a. In fact the size of the eternal bounded
solution should converge to zero when ν → ∞ or |α| → ∞. This means that the bounds for the
eternal solution provided by theorems 6.5, 6.6 are not optimal.

This is well illustrated for an ODE on the complex plane given by

z′ = −νz + eiαt. (182)

The solution of (182) is

z(t) = z(0)e−νt +
eiαt

ν + iα
. (183)

The attracting solution is periodic with period T = 2π
α and is obtained from (183) with z(0) = 1

ν+iα .
We have

z̄(t) = zattr(t) =
eiαt

ν + iα
. (184)

Hence we obtain in this example z̄(t) = O
(

1
ν+|α|

)
. Observe that also z̄(t) = O

(
1
|α|

)
holds,

which corresponds to the estimate established in Theorem 6.5. The question is wether the scaling
obtained in Theorem 6.5 can be improved to obtain the desired dependence on ν in all terms.

Obtaining such scaling using the approach from Lemma 2.1 appears difficult, if possible at all.
Below we reproduce the computations from this lemma for equation (182). Observe that we have
(we use notation from the proof of Lemma 2.1) and we have only one frequency

M(t0 + t, t0) = e−νt, g(t) = eit, G(t) = −ieit, v(t) = 1. (185)

Therefore we have (we do the integration by parts as performed in Lemma 2.1)

I(t+ t0) =

∫ t

0

e−ν(t−s)eiα(t0+s)ds =
1

iα
e−ν(t−s)eiα(t0+s)

∣∣∣∣s=t

s=0

− 1

iα

∫ s

0

νe−ν(t−s)eiα(t0+s)ds =

eiαt0

iα

(
eiαt − e−νt

)
− eiαt0νe−νt

iα(ν + iα)

(
e(ν+iα)t − 1

)
=

eiαt0
(

1

iα

(
eiαt − e−νt

)
− ν

iα(ν + iα)

(
eiαt − e−νt

))
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In the proof of Lemma 2.1 we estimate both terms in parentheses by O
(

1
|α|

)
, however in the above

equation they partly cancel out to give eiαt0 1
ν+iα = O

(
1

ν+|α|

)
.

7 Navier-Stokes equation

7.1 The Navier-Stokes equation in the Fourier domain

We will use the following notation. For z ∈ C, by z we denote the conjugate of z. For any two
vectors u = (u1, . . . , un) and v = (v1, . . . , vn) from Cn or C∞ we set (if it makes sense)

(u|v) =
∑
i

uivi

(u · v) =
∑
i

uivi.

Below we give a derivation of Navier-Stokes equations in the Fourier domain. This is a standard
material (see [ES, MS] and references given there) included here just for the sake of making the
paper reasonably self-contained.

The general d-dimensional Navier-Stokes equation (NSE) is written for d unknown functions
u(t, x) = (u1(t, x), . . . , ud(t, x)) of d variables x = (x1, . . . , xd) and time t, and the pressure p(t, x).

∂ui

∂t
+

d∑
k=1

uk
∂ui

∂xk
= ν△ui −

∂p

∂xi
+ f (i)(t, x) (186a)

div u =

d∑
i=1

∂ui

∂xi
= 0 (186b)

The functions f (i)(t, x) are the components of the external forcing, ν > 0 is the viscosity.
We consider (186a,186b) on the torus Td (i.e. we consider the periodic boundary conditions).
An easy computation shows that

d

dt

∫
Td

u(t, x)dx =

∫
Td

f(t, x)dx. (187)

The periodic boundary conditions enable us to use the Fourier series. We write

u(t, x) =
∑
k∈Zd

uk(t)e
i(k,x), p(t, x) =

∑
k∈Zd

pk(t)e
i(k,x) (188)

Observe that uk(t) ∈ Cd, i.e. they are d-dimensional vectors and pk(t) ∈ C. We will always assume
that

f0 = 0. (189)

From (187) and (189) it follows that

u0(t) = u0(0), ∀t > 0, where the solution is defined. (190)

Observe that (186b) is reduced to the requirement uk⊥k. Namely

div u =
∑
k∈Zd

i(uk(t), k)e
i(k,x) = 0

(uk, k) = 0 k ∈ Zd

We obtain the following infinite ladder of differential equations for uk (see for example [ZNS])

duk

dt
= −i

∑
k1

(uk1 |k)uk−k1 − νk2uk − ipkk + fk, k ∈ Zd. (191)

30



Here fk are components of the external forcing. Let ⊓k denote the operator of orthogonal projection
onto the (d − 1)-dimensional plane orthogonal to k. Observe that since (uk, k) = 0, we have
⊓kuk = uk. We apply the projection ⊓k to (191). The term pkk disappears and we obtain

duk

dt
= −i

∑
k1

(uk1 |k) ⊓k uk−k1 − νk2uk + ⊓kfk (192)

The pressure is given by the following formula

−i
∑
k1

(uk1 |k)(I − ⊓k)uk−k1 − ipkk + (I − ⊓k)fk = 0 (193)

Observe that solutions of (192) satisfy the incompressibility condition (uk, k) = 0. The subspace
of real functions, R (see Def. 4.5), is invariant under (192). In the sequel, we will investigate the
equation (192) restricted to R.

Observe that since u0(t) = u0 the system (192) becomes

duk

dt
= −i

∑
k1 ̸=0

(uk1 |k) ⊓k uk−k1 − (νk2 + i(u0|k))uk + ⊓kfk, k ∈ Zd \ {0}. (194)

For u0 = 0 we obtain the following equation

duk

dt
= −i

∑
k1 ̸=0

(uk1 |k) ⊓k uk−k1 − νk2uk + ⊓kfk, k ∈ Zd \ {0}. (195)

According with the notation used in the previous sections we define

(Lu)k = −νk2uk,

Nk(u) = −i
∑
k1 ̸=0

(uk1 |k) ⊓k uk−k1 .

Definition 7.1. Energy of {uk, k ∈ Zd} is

E({uk, k ∈ Zd}) =
∑
k∈Zd

|uk|2.

Enstrophy of {uk, k ∈ Zd} is

V ({uk, k ∈ Zd}) =
∑
k∈Zd

|k|2|uk|2.

Let
∥y∥1 :=

√
V (y). (196)

Definition 7.2. Let H be the space l2(Zd,Cd), i.e. u ∈ H is a sequence u : Zd → Cd such that∑
k∈Zd |uk|2 < ∞ over the coefficient field R. The subspace H̃ ⊂ H is defined by

H̃ :=

{
{uk} ∈ H : there exists 0 ≤ C < ∞ such that |uk| ≤

C

- k -d+3
for k ∈ Zd

}
.

Let the space H ′ be given by

H ′ := H ∩R ∩ {(uk, k) = 0 k ∈ Zd}.

We set
H ′

0 := H ′ ∩ {u0 = 0}.
In the sequel we consider the Galerkin projections given by the following definition.

Definition 7.3. Let us consider Galerkin projections of (194) or (195) parameterized by n ∈ R+

and denoted by Pn given by

(Pnu)k =

{
uk, if |k| ≤ n;
0, otherwise.

(197)

We will call such projections symmetric.

Observe that the reality condition (i.e. the subspace R) is preserved by symmetric Galerkin
projections, therefore also H ′ and H ′

0 are preserved.
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7.2 Effect of the introduction of uniformly moving coordinate system

As in the case of the Burgers equation we consider NSE in the moving coordinate frame. Under
the assumption of f0 and in coordinate frame moving with the velocity α, such that

α =
1

(2π)d

∫
Td

u(0, x)dx (198)

the function
v(t, x) = u(t, x+ αt)− α (199)

will satisfy NSE equation with the forcing term f̃(t, x) = f(t, x+ αt) and∫
Td

v(0, t) = 0. (200)

On the Fourier series level we obtain

f̃k(t) = fk(t)e
i(k,α)t. (201)

Hence, if (k, α) ̸= 0 for all k, such that fk(t) ̸= 0 for a t ∈ R, then we can expect an averaging
effect if |α| → ∞.

If J is finite, then we can get the result about NSE in 2D repeating the arguments used for
Burgers equation (with the trapping region based on the enstrophy function - see Thm. 7.7) under
the assumption

∀k ∈ J (k, α) ̸= 0, (202)

because then
inf
k∈J

|(k, α)| > 0. (203)

We show below this we cannot hope for (203) for a typical function f with all nonzero modes.

Lemma 7.4. Assume that d > 1 and J = Zd \ {0}, then for any α = (α1, . . . , αd) ∈ Rd holds

inf
k∈J

|(k, α)| = 0. (204)

Proof: We will use the Dirichlet Approximation Theorem [N], which says that for any irrational
number β there exist infinitely many fractions p/q, with p, q ∈ Z, such that∣∣∣∣β − p

q

∣∣∣∣ ≤ 1

q2
. (205)

It is enough we prove the result for d = 2. We can assume that α1 ̸= 0. We apply (205) to
β = α2

α1
to obtain ∣∣∣∣α2

α1
− p

q

∣∣∣∣ ≤ 1

q2
. (206)

Hence when we multiply the above inequality by |α1q| we obtain

|(α, (p,−q))| = |qα2 − pα1| ≤
|α1|
|q|

Therefore if we take |q| large enough we can obtain |(α, (p,−q))| to be arbitrary small.
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7.3 Trapping regions, absorbing sets in dimension two

Lemma 7.5. Let d = 2 and consider (195) on H ′
0. For any solution of (195) (such that all

necessary Fourier series converge) or the symmetric Galerkin projection of (195) we have

dV {uk(t)}
dt

≤ −2νV ({uk(t)}) + 2
√
V (F )

√
V ({uk(t)}). (207)

The proof can be found in many text-books, see also [Si].
Inequality (207) shows that

dV {uk(t)}
dt

< 0, when V > V ∗ =
V (F )

ν2
(208)

The following lemma is basically contained in [MS] (there it is expressed using the vorticity)

Lemma 7.6. Assume d = 2 and {uk, k ∈ Zd} is such that for some D < ∞, γ > 1

|uk| ≤
D

|k|γ
, and V ({uk}) ≤ V0. (209)

Then for any ϵ > 0 there exists C(ϵ, γ), such that

|Nk(u)| ≤
C(ϵ, γ)

√
V0D

|k|γ−1−ϵ
, k ∈ Zd \ {0}. (210)

Proof: We will use the following inequality

|(uk1 |k) ⊓k uk−k1 | = |(uk1 |k − k1) ⊓k uk−k1 | ≤ |uk1 | |k − k1| |uk−k1 |

We will split Nk into two sums Nk = N I
k +N II

k and bound each sum separately.
Sum I. |k1| ≤ 1

2 |k|.
Here |k − k1| ≥ 1

2 |k| and therefore |uk−k1 | |k − k1| ≤ D
|k−k1|γ−1 ≤ 2γ−1D

|k|γ−1 . Now observe that

∑
|k1|≤ 1

2 |k|

|uk1 | =
∑

|k1|≤ 1
2 |k|

|k1| |uk1 |
1

|k1|
≤
√∑

|k1|2|uk1 |2 ·
√√√√ ∑

|k1|< 1
2 |k|

1

|k1|2
(211)

The sum
∑

|k1|< 1
2 |k|

1
|k1|2 can be estimated from above by a constant times an integral of 1

r2

over the ball of radius 1
2 |k| with the ball around the origin removed. Therefore we obtain

∑
|k1|≤ 1

2 |k|

1

|k1|2
≤ C

∫ |k|/2

1

rdr

r2
≤ C ln |k|. (212)

and ∣∣N I
k

∣∣ =
∣∣∣∣∣∣∣
∑

|k1|≤ |k|
2

(uk1 |k) ⊓k uk−k1

∣∣∣∣∣∣∣ ≤
2γ−1D

|k|γ−1

√
V0

√
C
√
ln |k| < C

√
V0D

|k|γ−1−ϵ
. (213)

Sum II. 1
2 |k| < |k1|. We have

|N II
k | =

∑
1
2 |k|<|k1|

|uk1 | · |uk−k1 | · |k − k1| ≤ D
∑

1
2 |k|<|k1|

1

|k1|γ
|uk−k1 | · |k − k1|. (214)

We interpret
∑

1
2 |k|<|k1|

1
|k1|γ |uk−k1

| · |k − k1| as a scalar product of |uk−k1
| · |k − k1| and 1

|k1|γ ,

hence, by the Schwarz inequality, for some constant C̃ we obtain

|N II
k | ≤ D

√
V0

√√√√ ∑
1
2 |k|<|k1|

1

|k1|2γ
≤ DC̃

√
V0

2γ−1√
2(γ − 1)|k|γ−1

. (215)
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In the above computations we used the following estimate∑
1
2 |k|<|k1|

1

|k1|2γ
≤ C̃1

∫
|k|
2 <|k1|

1

|k1|2γ
d2k1 = C̃12π

∫ ∞

|k|
2

dr

r2γ−1
=

C̃12π2
2(γ−1)

2(γ − 1)|k|2(γ−1)

Observe that we used here the assumption γ > 1, which guarantees that the sum and the
integral above converges.

We obtain

|Nk| ≤
C
√
V0D

|k|γ−1−ϵ
. (216)

Theorem 7.7. Let d = 2. Assume that V0 > V ∗, γ > 1 and D ∈ R+. We set

W(V0, γ,D) =

{
{uk} ∈ H ′

0 | V ({uk}) ≤ V0, |uk| ≤
D

|k|γ
, k ∈ Z2 \ {0}

}
(217)

Assume that f(t, ·) ∈ C∞ uniformly with respect t ∈ R.
Then for sufficiently large D set W(V0, γ,D) is a forward invariant set for each symmetric

Galerkin projection of (195).

Proof: Let C = C(ϵ = 1
2 , γ) be a constant from Lemma 7.6.

From our assumption about f it follows that there exists Aγ , such that

|fk(t)| ≤
Aγ

|k|γ
, k ∈ Z2 \ {0}, t ∈ R. (218)

Let us take point u from the boundary of W(V0, γ,D). We need to check if the vector field
points in the direction of the interior of W(·). We have either V (u) = V0 or for some k holds
|uk| = D

|k|γ . In the first case from Lemma 7.5 we know that dV
dt (u) < 0.

To handle the second case using Lemma 7.6 and (195,218) we compute as follows

d|uk|
dt

≤ −ν|k|2 D

|k|γ
+ |Nk|+ |fk| ≤ −ν|k|2 D

|k|γ
+

C
√
V0D

|k|γ−3/2
+

Aγ

|k|γ
.

Since we want d|uk|
dt to be negative we will require that the following inequalities hold

−1

2
ν|k|2 D

|k|γ
+

C
√
V0D

|k|γ−3/2
< 0, (219)

−1

2
ν|k|2 D

|k|γ
+

Aγ

|k|γ
< 0. (220)

To have (219,220) we need

|k| >
4C2V0

ν2
, (221)

D >
2Aγ

ν|k|2
. (222)

Observe that (222) is satisfied for all k ∈ Z2 \ {0} for D large enough. Condition (221) does not
contain D, but it usually it does not hold for all k ∈ Z2 \ {0}. We need it only on the boundary
of our set. For this if uk = D

|k|γ , then since V (u) ≤ V0 we have

|k|2 D2

|k|2γ
≤ V0, (223)

hence

|k| ≥ D
1

γ−1

V
1

2γ−2

0

. (224)
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Therefore we need (221) for k’s satisfying (224), which leads to

D
1

γ−1

V
1

2γ−2

0

>
4C2V0

ν2
,

hence

D >

4C2V
1+ 1

2γ−2

0

ν2

γ−1

.

Our next theorem shows that there exists a sequence of absorbing sets with good compactness
properties. Moreover, the set W(V0, γ,D) defined above are also absorbing sets for D large enough.

Theorem 7.8. Assume that f(t, ·) ∈ C∞ uniformly with respect to t ∈ R.
Let V0 > V ∗.
Then there exists a sequence of absorbing sets Ai, i ≥ 2, such that

Ai ⊂ {u ∈ H ′
0 | V (u) ≤ V0, |uk| ≤

Ci

|k| i2+1
} (225)

For any s ∈ N, s ≥ 2 there exists Cs, such that W(V0, s, Cs) (as defined in Theorem 7.7) is an
absorbing set for all symmetric Galerkin projections of (195)

Proof: From Lemma 7.5 it follows that any solution of a symmetric Galerkin projection of (195)
enters set A1 defined by

A1 = {u ∈ H ′
0 | V (u) ≤ V0} (226)

On A1 we have the following estimate of Nk (we use (uk1 |k) = (uk1 |k − k1))

|Nk| ≤
∑
k1

|uk1
| · |k − k1| · |uk−k1

| ≤
√

E(u) ·
√
V (u) ≤ V (u) ≤ V0.

Therefore on A1 we have

d|uk|
dt

≤ −νk2|uk|+ V0 + sup
t∈R

|fk(t)| ≤ −νk2

(
|uk| −

V0 + supt∈R,k k
2|fk(t)|

ν|k|2

)
,

hence every point from A1 enters after finite time into set A2 (see [Cy, Lemma 4.4.])

A2 =

{
u ∈ H ′

0 | V (u) ≤ V0, |uk| ≤
C2

|k|2

}
, C2 =

2
(
V0 + supt∈R,k k

2|fk(t)|
)

ν
. (227)

Now we can setup an inductive argument.
Assume that Ai is given and for u ∈ Ai holds, V (u) ≤ V0 and |uk| ≤ Ci

|k|si where si > 1.

Then from Lemma 7.6 it follows that for u ∈ Ai holds

d|uk|
dt

≤ −νk2|uk|+
C
(
1
2 , si

)√
V0Ci

|k|si−3/2
+ sup

t∈R
|fk(t)|

≤ −νk2

|uk| −
C
(
1
2 , si

)√
V0Ci

ν|k|si+1/2
− 1

ν|k|si+1/2
sup
t∈R
k∈Z

|k|si−3/2|fk(t)|


Hence d|uk|

dt < 0 if the following condition holds

|uk| >
C
(
1
2 , si

)√
V0Ci + supt∈R

k∈Z
|k|si−3/2|fk(t)|

ν|k|si+1/2
. (228)
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Observe that if |uk| = Ci

|k|si for |k| large enough the above inequality is satisfied.

Let ϵi > 0 be arbitrary, we set

si+1 = si +
1

2
,

Ci+1 = (1 + ϵi)
C
(
1
2 , si

)√
V0Ci + supt∈R,k |k|si−3/2|fk(t)|

ν

Ai+1 = Ai ∩
{
u ∈ H ′

0 | |uk| ≤
Ci+1

|k|si+1

}
.

Observe that when u ∈ ∂Ai+1 and |uk| = Ci+1/|k|si+1 , then from (228) it follows that

d|uk|
dt

< 0. (229)

hence Ai+1 is forward invariant.
Since ϵi > 0, then every point from Ai enters Ai+1 in finite time (see [Cy, Lemma 4.4.]).
To prove the assertion about W(·) observe that

Ai ⊂ W(V0, si, Ci). (230)

From Theorem 7.7 it follows that we can find C ≥ Ci, such W(V0, si, C) is forward invariant. But
Ai ⊂ W(V0, si, C), hence every trajectory enters W(V0, si, C).

Remark 7.9. In the context of the above theorem if the forcing term f is replaced by its Galerkin
projection, then absorbing sets Ai are also absorbing sets for equation with such modified forcing.

Later we will need also the following lemma.

Lemma 7.10. The same assumptions as in Theorem 7.7. Assume that V0, γ,D are such that
W(V0, γ,D) is a trapping region for each symmetric Galerkin projection of (195).

Let V1 > 0 and K > 0 is such that

V1 >
1

ν2
sup
t∈R

V ((I − PK)f(t)).

Then W(V1, γ,D) is a trapping region for each symmetric Galerkin projection of (195) with
forcing (I − PK)f(t).

Proof: Set {u | V (u) ≤ V1} and W(V0, γ,D) are forward invariant for (195) with forcing
(I − PK)f(t), hence also their intersection which is equal to W(V1, γ,D) is.

7.4 Main theorem about the existence of attracting orbit

Theorem 7.11. Let J ⊂ Zd \ {0}, d ∈ {2, 3}. Consider (194) with forcing term f(t, x) =∑
k∈J fk(t) exp(ikx), such that f0(t) ≡ 0, and the constraint∫

Td

u(t, x)dx = α. (231)

Assume that

• f(t, ·) ∈ C∞ and ∂f
∂t (t, ·) ∈ C∞ uniformly with respect to t ∈ R.

• the following non-resonance condition is satisfied

(α, k) ̸= 0, k ∈ J. (232)

Then there exists a bounded eternal locally attracting solution ū ∈ H ′ ∩ {u0 = α} ∩ H̃, ū(t) =
α+ ũ(t), where supt∈R ∥ũ(t)∥ → 0 when |α| → ∞.

If d = 2, then ū attracts exponentially all orbits in H ′ ∩ {u0 = α} ∩ H̃.
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Before the proof we establish the following lemma.

Lemma 7.12. Let s > d + 1 and C > 0. Then for every ϵ > 0 there exists δ = δ(C, s, d), such
that if a, b ∈ Z(C, s) (see Def. 4.6) and ∥a− b∥ < δ, then ∥a− b∥1 < ϵ.

Proof: Let us fix ϵ > 0. There exists n > 0, such that

∥(I − Pn)a∥1 < ϵ/2. (233)

Let a, b ∈ Z(C, s), such that ∥a− b∥ < δ. We have

∥a− b∥21 ≤ ∥Pn(a− b)∥21 + ∥(I − Pn)a∥21 + ∥(I − Pn)b∥21 ≤ L2∥Pn(a− b)∥2 + 2ϵ2

4
≤

n2∥a− b∥2 + 2ϵ2

4
≤ n2δ2 +

ϵ2

2
.

Therefore for δ < ϵ√
2n

we obtain our assertion.

Proof of Theorem 7.11 for d = 2:
First we pass to the coordinate frame moving with velocity α. From now on we will consider

(195) on H ′
0 with forcing given by (201).

The main idea of the proof is as follows. We split the forcing f into two parts: f = fD+fT the
finite (dominant part) fD and the tail fT . We will treat NSE with the tail part as the equation
perturbed by fD. For NSE with forcing fT we will establish the existence of the attracting orbit
and then we add fD, whose effect will be treated as in the case of the Burgers equation, with the
only difference that we will be perturbing the non-autonomous system. Observe that in this case
the number of ω’s is finite.

The decision on how to split f into fD and fT is based on the following rule. From Lemma 3.14
it follows that the logarithmic norm is negative, sufficiently close to zero. We will split f into
fD + fT , so that for the perturbation given by fT we will have the absorbing set containing the
attracting eternal orbit.

Now we will realize the above idea.
Let us fix VA > V ∗ and s ∈ N. To apply Lemma 4.3 observe that we have d = 2, p = 2, r = 1,

hence we need s ≥ 6.
From Theorem 7.8 it follows that there exists C, such that A = W(VA, s, C) is an absorbing

set for (195) with forcing f̃ or Galerkin projections of f̃ (see Remark 7.9).
From Lemma 3.14 it follows that R = W(V−, s, C) ⊂ A for V− small enough, is a trapping

region for equation (192) with f ≡ 0, and with a negative logarithmic norm. From Lemma 7.10
it follows that taking K > 0 big enough R will be a trapping region with a negative logarithmic
norm for (192) with forcing fT = (I − PK)f . For this the following must hold

V ∗
T =

1

ν2
sup
t∈R

V (fT (t)) < V−. (234)

Observe that (because the same parameters C and s are used to define R and A)

R = {a ∈ H ′
0 | ∥a∥1 ≤ V−} ∩ A. (235)

Now we consider two problems

da

dt
= F̃ (t, a) := νLa+N(a) + fD(t) + fT (t), (236)

and
dy

dt
= F (t, y) := νLy +N(y) + fT (t). (237)

In the notation introduced above we have

µ(DuF̃ (t, u),R×R) < 0. (238)

It should be stressed that the logarithmic norm in (238) is derived from the ∥ · ∥, i.e. the l2 norm.
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We want to use Lemma 4.3, with the vector fields F and F̃ as above, on A, on the time interval
[t0, t0 + h] for arbitrary t0 with h to be specified later. Let us see first that its assumptions are
satisfied. First of all since A is forward invariant we have a priori bounds valid on any interval
[t0, t0 + h] and in the notation of Lemma 4.3 we can set Z ⊕ T0 = W ⊕ T1 = A. Formally this is
not correct, but the lemma is valid also when we consider sets contained in self-consistent bounds.
This is our present situation.

We assume that s is chosen big enough and we set sV = s+ 1.
Let us denote set

J = {k ∈ Z2 | 0 < |k| ≤ K}. (239)

We do not have the term Ñ(t, a), and our oscillating part (denoted in Section 4 and Lemma 4.3
by V (t)) has the following form ∑

k∈J

exp(i(k · α)t)fk(t) exp(ikx).

Therefore in the notation used in Section 4 we see that for k ∈ J gk(t) = exp(it), ωk = (k · α),
vk(t) = fk(t), Gk(t) = i exp(it) and all these quantities are zero for k /∈ J . Observe that σm = 0
(i.e. we do not have the terms g̃σ and ṽσ). From the non-resonance condition (232) we have

inf
k ̸=0,|k|≤L

|ωk| > 0, (240)

and from our assumption about f and ∂f
∂t it follows that

C(gk) = C(Gk) = 1, k ∈ J

C(gk) = C(Gk) = 0, k /∈ J

AV = = sup
t∈R,k∈J

|k|sV |fk(t)|,

C(vk) =
AV

|k|sV

BV = = sup
t∈R,k∈J

|k|sV
∣∣∣∣∂fk∂t

(t)

∣∣∣∣ ,
C

(
∂vk
∂t

)
=

BV

|k|sV
.

It is easy to see that (because the sums are in fact finite)∑
η∈J

C(gη)C(vη) < ∞,

∑
η∈J

G(Gη)
1

|η|sV −p
< ∞.

This means that all assumptions from Lemma 4.3 are satisfied.
Observe that (238) implies that any two orbits approach each other as long as they stay in R.

However, R might not be forward invariant for (236).
Let V1 and η ∈ (0, 1) be such that

V ∗
T < ηV1 < V1 < V−. (241)

Let us set
R1 = R∩

{
a ∈ H ′

0 | ∥a∥1 ≤
√
V1

}
. (242)

From Lemma 7.5 for solutions of (237) ( and for Galerkin projections) with V (y) ̸= 0 we have

d

dt

√
V (y(t)) ≤ −ν

√
V (y(t)) + ν

√
V ∗
T (243)
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Hence for t > 0 holds (as long as V (y(t)) ̸= 0)

∥y(t0 + t)∥1 ≤
(
∥y(t0)∥1 −

√
V ∗
T

)
e−λ1t +

√
V ∗
T , for t > 0, (244)

where
λ1 = ν.

Let us fix h0 > 0 and ∆1 > 0, such that

∆1 <
√
V− −

√
V1, and (245)

∆1 <
(√

ηV1 −
√

V ∗
T

) (
1− e−λ1h0

)
. (246)

From Lemma 7.12 it follows that there exists ∆ > 0 such that for any a, b ∈ A we have the
following implication

if ∥a− b∥ < ∆, then ∥a− b∥1 ≤ ∆1. (247)

Let a(t0 + t) be a solution of (236) and y(t0 + t) be a solution of (237) with the same initial
condition, a(t0) = y(t0) ∈ A. Since in fD we have only a finite number of frequencies and by our
non-resonance condition (232) all are non-zero, then from Lemma 4.3 it follows that there exists
α̂, such that for |α| > α̂ holds for all a(t0) ∈ A and t0 ∈ R

∥y(t0 + t)− a(t0 + t)∥ < ∆, t ∈ [0, h0]. (248)

From (247) we obtain for |α| > α̂, for all a(t0) ∈ A, and t0 ∈ R it holds that

∥y(t0 + t)− a(t0 + t)∥1 < ∆1, t ∈ [0, h0]. (249)

We want to prove that

φ(t0, [0, h0],R1) ⊂ R, (250)

φ(t0, h0,R1) ⊂ R1. (251)

For the proof observe first that since A is forward invariant, so to establish (250) and (251) we just
need to worry with the value of the enstrophy (or ∥ · ∥1 norm) of the solution starting from R1.

From (242,244,245) we have for a ∈ R1, t ∈ [0, h0] and |α| > α̂

∥φ(t0, t, a)∥1 ≤
(√

V1 −
√

V ∗
T

)
e−λ1t +

√
V ∗
T +∆1 ≤

√
V1 +∆1 <

√
V−.

This proves (250).
To establish (251) we compute as above using (246) to obtain

∥φ(t0, h0, a)∥1 ≤
(√

V1 −
√
V ∗
T

)
e−λ1h0 +

√
V ∗
T +∆1 <

√
V1.

We consider now a family of time shifts by h0: φ(kh0, h0, ·) for k ∈ Z. In the terminology used
in [CyZ] this is a discrete semiprocess. From (250),(251) and [CyZ, Thm. 5.2, 6.16] it follows that
in R1 there exists a – a unique orbit defined for t ∈ R (an eternal solution), contained in R, which
attracts all other forward orbits with initial condition for t0 = 0 in R1.

We will show that all orbits with an initial condition in A at time t = 0 or t = kh0, k ∈ N,
enter R1. This implies that all orbits are exponentially attracted by ā. From (244) and (249) it
follows that for a ∈ A we have

∥φ(t0, h0, a)∥1 <
(
∥a∥1 −

√
V ∗
T

)
e−λ1h0 +

√
V ∗
T +∆1 ≤

∥a∥1e−λ1h0 +
√
V ∗
T (1− e−λ1h0) +

(√
ηV1 −

√
V ∗
T

) (
1− e−λ1h0

)
=

∥a∥1e−λ1h0 +
√
ηV1

(
1− e−λ1h0

)
=
(
∥a∥1 −

√
η
√

V1

)
e−λ1h0 +

√
η
√
V1

Hence
∥φ(t0, h0, a)∥1 < ∥a∥, if ∥a∥1 >

√
η
√
V1.

Therefore there exists K ∈ N, such that for any t0 ∈ R holds

φ(t0,Kh0,A) ⊂ R1. (252)
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7.5 The proof of Theorem 7.11 for d = 3

We will need several lemmas about the trapping regions for NSE in 3D.

Lemma 7.13. Assume that s > 3. Then set Z(C, s) (see Def. 4.6) for

C <
ν

C2(3, s)
(253)

(see Lemma 3.10 for definition of C2(d, s)) is a trapping region for (195) with zero external force
(f ≡ 0).

Proof: From Lemma 3.10 it follows that for u ∈ Z(C, s) holds

|Nk(u)| ≤
C2(3, s)C

2

|k|s−1
.

Therefore if |uk| = C
|k|s for some k, then from the above and (195) it follows immediately that

d|uk|
dt

≤ −ν|k|2 C

|k|s
+

C2(3, s)C
2

|k|s−1
< 0,

if

ν|k| > C2(3, s)C.

Since we want this for any k, hence we obtain the following requirement C < ν
C2(3,s)

.

Lemma 7.14. Assume s > 3 and C > 0 satisfies (253). Assume that there exist constants sV ≥ s
and AV , such that

|fk(t)| ≤
AV

|k|s
, t ∈ R, k ∈ Z3 \ {0}. (254)

Then there exists K0, such that

d|uk|
dt

< 0, for |k| > K0 and u ∈ Z(C, s) such that |uk| = C
|k|s (255)

and Z(C, s) is a trapping region for (195) with forcing term (I − Pn)f for all n > K0.

Proof: On the point on the boundary of Z(C, s) for some k holds |uk| = C
|k|s . For such point we

have

d|uk|
dt

≤ −ν|k|2 C

|k|s
+

C2(3, s)C
2

|k|s−1
+

AV

|k|sV
.

We want d|uk|
dt < 0 for |k| big enough. This is implied by the following inequality

C|k|(ν|k| − C2(3, s)C) >
AV

|k|sV −s
,

from (253) it follows that

ν|k| − C2(3, s)C > ν|k| − ν.

Hence it is enough to have

Cν|k|(|k| − 1) >
AV

|k|sV −s
.

which leads to

|k|sV −s+1(|k| − 1) >
AV

Cν
. (256)

This holds for |k| > K0, so some K0. In fact, since C is bounded from above by (253) we can have
bound on K0, which will depend on s

|k|sV −s+1(|k| − 1) >
AV C2(3, s)

ν2
. (257)

The proof of the following lemma can be found in many text-books.
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Lemma 7.15. Let u(t) be a solution of Galerkin projection of (195). Then

d

dt
E(u) ≤ −2νE(u) + 2

√
E(u) ·

√
E(f) (258)

Proof of Theorem 7.11 for d = 3:
We fix s ∈ Z+ large enough. To apply Lemma 4.3 observe that we have d = 3, p = 2, r = 1,

hence we need s ≥ 7.
From Lemma 7.13 it follows that for C small enough Z(C, s) is a trapping region for (195)

when f ≡ 0. Let us fix such value of C.
In Lemma 7.14 we proved that if there exists K0, such that if n > K0, then Z(C, s) is a trapping

region for (195) with perturbation fT = (I − Pn)f . We have the freedom of further increasing of
n.

From Lemma 3.14 it follows that there exists E− > 0, such that the logarithmic norm for (195)
is negative on the set R×R, where

R = {u ∈ H ′
0 ∩ Z(C, s) | E(u) ≤ E−} . (259)

For further construction we need the following lemma.

Lemma 7.16. Assume that f,A, sV ,K0 are as in Lemma 7.14.
Assume 0 < E2 < E1 ≤ E−, and let us define

Ri = Z(C, s) ∩ {E(u) ≤ Ei}, i = 1, 2. (260)

Assume that

E1 <
C2

K2s
0

. (261)

and n > K0 is such that

E1 > E2 >
1

ν2
sup
t∈R

|(I − Pn)f(t)|, (262)

then R1 and R2 are trapping regions for (195) with forcing given by (I − Pn)f .
Moreover, if the forward trajectory u(t) for (195) with (full) forcing term f starting in Ri leaves

this set at time te, then E(u(te)) = Ei.

Proof: Consider first (195) with forcing given by (I − Pn)f . From Lemma 7.15 it follows imme-
diately that for i = 1, 2 set {u | E(u) ≤ Ei} is forward invariant and from Lemma 7.14 it follows
that Z(C, s) is forward invariant. Therefore Ri is also forward invariant, as the intersection two
forward invariant sets. This proves the first assertion.

To establish the second assertion it is enough to show that: if u ∈ ∂Ri and |uk| = C
|k|s , then

the vector field with full perturbation is pointing inwards.
This is achieved by demanding that any point u ∈ Z(C, s) for which for some k holds |uk| = C

|k|s

and d|uk|
dt ≥ 0 has the energy larger than E1. From Lemma 7.14 it follows that it is enough to

require that
C

|k|s
>
√
E1, for |k| ≤ K0.

Observe that this holds due to assumption (261).
Let u(t) be the solution for (195) with (full) forcing term f starting in Ri leaving this set

at time te. At the exit moment, we cannot have |uk(te)| = C
|k|s for some |k| > K0, because

d|uk|
dt (te + [−ϵ, ϵ]) < 0 for some ϵ > 0. Hence |uk(te)| = C

|k|s cannot hold for the exit point .

We continue with the proof of Theorem 7.11 for d = 3. Let E1, E2, R1 and R2 be as in the
above lemma.

Lemma 7.17. Let R1, R2 be as in Lemma 7.16. There exists h > 0, such that for (195) (pertur-
bation is f) we have for any t0 ∈ R

φ(t0, [0, h],R2) ⊂ R1. (263)

41



Proof: From Lemma 7.13 we know that if u(t0) ∈ R1 and E(u(t0 + t)) < E1 for t ∈ [0, h], then
u(t0 + [0, h]) ⊂ R1. From Lemma 7.15 it follows that for u ∈ R1 and any t ∈ R holds

dE(u(t)

dt
≤ −2νE(u(t)) + 2

√
E(u)

√
E(f(t)) ≤ 2

√
E1 sup

t∈R

√
E(f(t)).

Therefore it is enough to take h = (E1 − E2)
(√

E1 supt∈R
√
E(f(t))

)−1

We continue with the proof of Theorem 7.11 for d = 3.
Now we are ready for the application of the averaging lemma.
Let us fix n > K0 and set

fT = (I − Pn)f, fD = Pnf, E∗
T =

1

ν2
sup
t∈R

E(fT (t)). (264)

We consider two problems

da

dt
= F̃ (t, a) := νLa+N(a) + fD(t) + fT (t), (265)

and
dy

dt
= F (t, y) := νLy +N(y) + fT (t). (266)

In the notation introduced above we have

µ(DuF̃ (t, u),R×R) < 0. (267)

We want to use Lemma 4.3, with vector fields F and F̃ as above, on R1, on the time interval
[t0, t0 + h] for arbitrary t0 with h obtained in Lemma 7.17. Let us see first that its assumptions
are satisfied.

We assume that s is already chosen big enough, and we set sV = s+ 1.
Let us denote set

J = {k ∈ Z3 | 0 < |k| ≤ n}. (268)

We do not have the term Ñ(t, a) and our oscillating part has the following form

V (t) =
∑
k∈J

exp(i(k · α)t)fk(t) exp(ikx).

Therefore in the notation used in Section 4 we see that for k ∈ J gk(t) = exp(it), ωk = (k · α),
vk(t) = fk(t), Gk(t) = i exp(it) and all these quantities are zero for k /∈ J . Observe that σm = 0
(i.e. we do not have the terms g̃σ and ṽσ). From non-resonance condition (232) we have

inf
k ̸=0,|k|≤n

|ωk| > 0, (269)

and from our assumption about f and ∂f
∂t it follows that

C(gk) = C(Gk) = 1, k ∈ J

C(gk) = C(Gk) = 0, k /∈ J

AV = sup
t∈R,k∈J

|k|sV |fk(t)|,

C(vk) =
AV

|k|sV

BV = sup
t∈R,k∈J

|k|sV
∣∣∣∣∂fk∂t

(t)

∣∣∣∣ ,
C

(
∂vk
∂t

)
=

BV

|k|sV
.
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It is easy to see that (because the sums are in fact finite)∑
η∈J

C(gη)C(vη) < ∞,

∑
η∈J

G(Gη)
1

|η|sV −p
< ∞.

This means that all assumptions from Lemma 4.3 are satisfied.
Observe that (267) implies that any two orbits approach each other as long as they stay in R.

However R might not be forward invariant for (265).
From Lemma 7.15 for solutions of (266) ( and for Galerkin projections) with E(y) ̸= 0 we have

d

dt

√
E(y(t)) ≤ −ν

√
E(y(t)) + ν

√
E∗

T (270)

Hence for t > 0 holds (as long as E(y(t)) ̸= 0)

∥y(t0 + t)∥ ≤
(
∥y(t0)∥ −

√
E∗

T

)
e−λ1t +

√
E∗

T , for t > 0, (271)

where
λ1 = ν.

Let us fix ∆ > 0, such that

∆ <
(√

E2 −
√
E∗

T

) (
1− e−λ1h

)
. (272)

Let a(t0 + t) be a solution of (265) and y(t0 + t) be a solution of (266) with the same initial
condition, a(t0) = y(t0) ∈ A. Since in fD we have only a finite number of frequencies and by our
non-resonance condition (232) all are non-zero, then from Lemma 4.3 it follows that there exists
α̂, such that for |α| > α̂ holds for all a(t0) ∈ R2 and t0 ∈ R

∥y(t0 + t)− a(t0 + t)∥ < ∆, t ∈ [0, h]. (273)

We want to prove that

φ(t0, h0,R1) ⊂ R1 (274)

For the proof it is enough the compute the energy (or a norm) of the solution starting from R2.
From (271,272) we have for a ∈ R2, t ∈ [0, h] and |α| > α̂

∥φ(t0, h, a)∥ ≤
(√

E2 −
√
E∗

T

)
e−λ1h +

√
E∗

T +∆ <
√

E2.

We consider now a family of time shifts by h0: φ(kh0, h0, ·) for k ∈ Z. In the terminology used
in [CyZ] this is a discrete semiprocess. From (274), (7.17) and [CyZ, Thm. 5.2, 6.16] it follows
that in R2 there exists a a unique orbit defined for t ∈ R (an eternal solution), which attracts all
other forward orbits with initial condition for t0 = 0 in R2.

7.6 Alternative approach to the proof of Theorem 7.11

In this section we present a lemma, which gives a different proof for the part of Theorem 7.11 related
to global attraction of all solutions to a small eternal orbit. The argument is of a global nature and
it replaces entirely the arguments of negativeness of the logarithmic norm in a local neighborhood
(238), and then showing that the absorbing set is eventually mapped into this neighborhood (252).

We remark that the presented approach is valid for the 2D Navier-Stokes equations exclusively.
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Notation For a differentiable function u : T2 → R2 we are going to use the following notation to

denote components of its partial derivatives uj
xk

:= ∂uj

∂xk
.

Definition 7.18. Let u ∈ H ′
0. We define the norm ∥∇u∥∞ as follows

∥∇u∥∞ = ∥u1
x1
∥L∞(T2) + ∥u1

x2
∥L∞(T2) + ∥u2

x1
∥L∞(T2) + ∥u2

x2
∥L∞(T2).

Lemma 7.19. Let d = 2, J ⊂ Z2\{0}. Consider (194) with forcing term f(t, x) =
∑

k∈J fk(t) exp(ikx),
such that f0(t) ≡ 0, and the constraint ∫

Td

u(t, x)dx = α. (275)

Assume that there exists a bounded eternal orbit u : R → H ′
0 ∩ H̃ satisfying the following bound

∥u(t)∥∞ < ν, for all t ∈ R, (276)

then u attracts exponentially all orbits in H ′
0 ∩ H̃.

Proof: First, let u, v : R+ → H ′
0 ∩ H̃ be solutions of (186) , we subtract from

ut + u · ∇u− ν∆u+∇p1 = f,

the equation
vt + v · ∇v − ν∆v +∇p2 = f,

and obtain the following equation for the difference w = u− v, with p̃ = p1 − p2,

wt + u · ∇w + w · ∇u− w · ∇w − ν∆w +∇p̃ = 0.

We multiply the above equation by w and then integrate it over the torus∫
T2

wt · w +

∫
T2

(u · ∇w) · w +

∫
T2

(w · ∇u) · w −
∫
T2

(w · ∇w) · w −
∫
T2

ν∆w · w +

∫
T2

∇p̃ · w = 0.

Obviously
∫
T2 (w · ∇w) · w = 0,

∫
T2 ∇p̃ · w = −

∫
T2 p̃ · divw = 0, and it follows that (with all

integrals taken over Td), using integration by parts, and the zero divergence condition for w, that∫
T2 (u · ∇w) · w = 0, namely∫

(u · ∇w) · w =

∫
(u1w1

x1
+ u2w1

x2
)w1 + (u1w2

x1
+ u2w2

x2
)w2 =

−
∫

w1(u1w1)x1
+ w1(u2w1)x2

+ w2(u1w2)x1
+ w2(u2w2)x2

=

−
∫

w1u1w1
x1

+ w1u2w1
x2

+ w2u1w2
x1

+ w2u2w2
x2

=

∫
(w1)2u1

x1
+ (w1)2u2

x2
+ (w2)2u1

x1
+ (w2)2u2

x2
= 0.

We obtain
1

2

∂

∂t

∫
T2

|w|2 = −
∫
T2

(w · ∇u) · w − ν

∫
T2

|∇w|2,

We estimate

1

2

∂

∂t

∫
T2

|w|2 ≤
∣∣∣∣∫

T2

(w · ∇u) · w
∣∣∣∣− ν

∫
T2

|w|2 ≤ ∥∇u∥∞
∫
T2

|w|2 − ν

∫
T2

|w|2,

Now, we set u = u, and from Gronwalls’ lemma it follows

∥w(t)∥2L2(Td) ≤ exp (2(∥∇u∥∞ − ν)t) ∥w(0)∥2L2(Td).

Thus, as we assume that there exists u – an eternal solution to (186), such that ∥∇u(t)∥∞ < ν for
all t ∈ R, u exponentially attracts forward in time any other solution of (186).

Using Lemma 7.19 the proof of Theorem 7.11 for d = 2, 3 can be done as follows.

1. Just as in the 3D-case we construct small trapping regions for |α| → ∞, so that any eternal
orbit in them will satisfy condition (276).

2. From Lemma 7.19 we know that an eternal orbit satisfying (276) attracts all orbits.
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