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0.1. INTRODUCTION )

0.1 Introduction

In these notes to describe the geometric (topological) methods to rigorously
establish the existence of some invariant objects in dynamical systems like: fixed
points, periodic points and their stable and unstable manifolds, the normally
hyperbolic hyperbolic manifold. The tools we present have been developed
with the intention to be applicable in the context of computer assisted proofs,
where constructive proofs and explicit bounds on the objects under investigation
are needed. This in most cases requires a serious reformulation of the classical
approach used in the dynamical systems theory, which an eye toward very robust
assumptions.

Despite the fact that, the main motivation of the body of the work contained
in these notes are ODE, where in most cases the rigorous analytical investiga-
tion is apparently outside of the human capabilities, we restrict ourself here to
maps, i.e. dynamical systems with a discrete time. The results presented here
are applicable to the Poincaré return maps for ODEs. Also, we have made a
conscious effort to do not use the inverse maps. The motivation comes from
the consideration of systems with have an attractor and for which a rigorous
backward integration of orbits might be very difficult or the backward orbit
may blow up in finite time. This allows to apply our results also to the case of
non-invertible maps.

We focus here on abstract methods and theorems, we will not discuss the
issue of rigorous numerics, which is as important in the context of computer
assisted proofs in dynamics as the abstract mathematical theorems. But from
the point of mathematical depth this issue is rather trivial.

The mathematical objects appearing in these notes can be divided in two
classes: topological and differential. In the topological class the reader will meet
h-sets, covering relations, the local Brouwer degree, topological disks etc. These
objects are used to prove the ’global’ results - the existence of the fixed point or
of nonempty invariant set, the nonempty intersection of some topological disks
etc.

The second class of objects, the differential objects, may be described in one
word as the cones, or the cone fields. Yet, contrary to the classical approach,
where the cones are considered in the tangent space, we consider them in the
phasespace using the finite differences. Obviously, this makes our approach
very coordinate dependent, but there is no way to avoid this dependence on the
coordinates when one want explicit bounds in a concrete example. These tools
are used, just in the classical theory, to establish finer properties of invariant
object like their uniqueness, being a manifold etc.

In contrast to the most common approaches to the question of existence of
(un)stable manifolds in all our proofs we will stay in the phasespace, the reader
will not see here any application of Banach contraction principle applied to some
functional equation describing the object we are after. The way we proceed is
more geometric and direct, but we pay a price for our approach - to obtain
smoothness, which is the ’standard’ approach comes almost automatically, we
need additional reasoning.



In part one of the these notes we discuss the stable and unstable manifolds
of the fixed point.

The second part is concerned with the normally hyperbolic invariant mani-
folds.

0.1.1 Notation

By N, Z, Q, R, C we denote the set of natural, integer, rational, real and com-
plex numbers, respectively. Z_ and Z, are negative and nonnegative integers,
respectively. By S we will denote a unit circle on the complex plane.

For R™ we will denote the norm of z by ||z|| and when in some context the
formula for the norm is not specified, then it means that any norm can be used.
Let g € R®, then By(xg,7) = {z € R* | ||zo — 2|| < r} and B, = B,(0,1).

For z € R* x R? we will call usually the first coordinate, z, and the second
one y. Hence z = (z,y), where € R* and y € R°. We will use the projection
maps m;(z) = x(z) = x and my(z) = y(z) = y. For functions f we will use also
Jz =Tof.

Let z € R® and U C R" be a compact set and f : U — R™ be continuous
map, such that z ¢ f(OU). Then the local Brouwer degree [S] of f on U at z
is defined and will be denoted by deg(f,U, z), see Appendix for properties of
deg(f,U, z)

If V, W are two vector spaces, then by Lin(V, W) we will denote the set of all
linear maps from V to W. When V = R* and W = R™, then we will identify
Lin(R¥,R™) with the set of matrices with k rows and m columns, which will be
denoted by RF*™,

Let A : R” — R"™ be a linear map. By Sp(A) we denote the spectrum of
A, which is the set of A € C, such that there exists 2 € C™ \ {0}, such that
Az = Ax.
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Invariant manifolds for
fixed points of maps






Introduction

The goal of this chapter is to present a set of tools which allow establish an
explicit for the (un)stable fixed point for a map. As a byproduct we give a new,
"geometric’, proof of the stable manifold theorem for hyperbolic fixed point of
a map.

The chapter starts with the introduction of topological tools: h-sets, cover-
ing relations for maps on h-sets and topological disks. These are the ’'global’
tools, which are required to establish the existence of dynamical objects under
consideration.

Later we introduce the cones on h-sets and cone conditions for maps and
disks, and we state and prove our main theorems for maps. We insist on not
using the inverse. The method of proof of the unstable manifold is essentially
the Hadamard graph transform method. For the stable manifold, since we want
to avoid the use of the inverse map, we use a different method.

The part ends an example of non-hyperbolic fixed point to which our ap-
proach applies and explanation how to apply our approach to fixed points of
ODEs , without proof.

The presented material in is taken from [ZGi, KWZ, WZ, ZCC].

Comments about the method of covering relations

We believe that the topological tools introduced in this part are also of interest
independent from their use in the verification of the (un)stable manifolds. The
topological notion of the covering relation (Easton’s 'correctly aligned windows’
[E1, E2] without any differentiability assumptions) originating from the theory
of the Conley index, see [ZGi] and the references given there, has been success-
fully applied to establish the existence of symbolic dynamics for such systems
as: the Henon map[Gal, ZN, GaZ2, CGB]J, the Chua circuit[Ga2], the Lorenz
equations[GaZl], the Rossler equations[ZN], the Henon-Heiles hamiltonian[AZ],
PR3BP [A, WZP] or the Michelson system [W1, W2]. In all the examples
listed above we are talking about the computer assisted proofs. There exist
also some nontrivial applications of covering relations, not related to any com-
puter assisted proofs, like the stability of Sharkovski order and estimates for
the topological entropy for multidimensional perturbations of one-dimensional
maps [MZ, ZS], the delay differential equations with small delays [WoZ] or to
the Arnold diffusion [GiL, GiR].

Comments about our approach to the (un)stable manifold

The standard way to establish the hyperbolic behavior is usually through the
cone fields in the tangent space which are mapped into itself by the tangent map
and/or its inverse, see [T] and the references given there. Here we introduce a
different approach, which is based on the two point Lapunov function for a map
f, by which we understand the function of two variables L(z1, 22), satisfying
locally the following condition L(f(z1), f(z2)) > L(z1,22) for z1 # z3. For
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the hyperbolic fixed point the proposed approach appears to be equivalent to
the standard one, but our method does not require the hyperbolicity (see the
example in Section 4.6). The proposed approach has been applied to the study
(a computer assisted proof) of the cocoon bifurcation in the Michelson system in
[KWZ] and the proof of the existence of homoclinic tangency for forced damped
pendulum [WZ1].

The stable manifold theorem goes back to Poincaré, Hadamard and Perron,
see [Ha] and the references given there, but there still appear new proofs in the
literature, the recent ones are [Ch, HL, McS]. The interesting feature of our
approach is that the whole proof in made in the phase space, is local and gives
explicit bounds on the size of the (un)stable manifolds. A proof, similar in sprit,
but not in the realization, has been proposed by Hartman in [Ha, Exercises 5.3
and 5.4].

Our geometric approach to the proof of the stable manifold theorem should
be contrasted with the standard approach see [Ha, Hal, 170, 180, Ro, C, HL],
where the problem of the existence of stable manifold is rephrased as a question
of the existence of fixed point in a suitable Banach space of graphs of functions
or sequences. Moreover, our approach does not require that the fixed point is
hyperbolic, the essential assumption is the existence of the two-point Lapunov
function. In Section 4.6 we analyze a non-hyperbolic example of this type.

The results about the (un)stable manifolds for hyperbolic fixed points stated
and proved in this paper are weaker than those obtained using the Perron-
Irwin method [I70, I80, Ch] as we did not get the smoothness of the invariant
manifolds, in our proof we obtain only that they are Lipschitz manifolds for
C! maps. Higher smoothness follows from the results about the smoothness of
NHIM discussed in chapter 8.

Also contrary to the results from [I70, I80, Ch], which are valid in Banach
space, we restrict ourselves to the finite dimensional case, but it clear that our
proof can be easily adapted to compact maps on the Banach space.



Chapter 1

h-sets, covering relations

The goal of this section is present the notions of h-sets and covering relations,
and to state the theorem about the existence of point realizing the chain of
covering relations.

1.1 h-sets and covering relations

Definition 1 [ZGi, Definition 1] An h-set, N, is a quadruple
(IN|,u(N),s(N),cn) such that

e |N| is a compact subset of R™
e u(N),s(N) €{0,1,2,...} are such that u(N) +s(N) =n

e cy R 5 R" = R¥WN) x R5(N) s o homeomorphism such that

en(IN]) = By X By(w)-

We set
dim(N) := n,
N, = Bu(N) X Bs(N)v
N. = 0Byn) X Bswvy,
NI = Byw) x 9By,
N= = ' (NS), Nt =c(ND).

Hence an h-set, N, is a product of two closed balls in some coordinate system.
The numbers u(N) and s(NN) are called the nominally unstable and nominally
stable dimensions, respectively. The subscript c¢ refers to the new coordinates
given by homeomorphism cy. Observe that if w(N) = 0, then N~ = ) and if
s(N) = 0, then N* = (). In the sequel to make notation less cumbersome we

11
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will often drop the bars in the symbol |N| and we will use N to denote both
the h-sets and its support.

Sometimes we will call N~ the exit set of N and NT the entry set of N.
These name are motivated by the Conley index theory and the role these sets
will play in the context of covering relations.

Definition 2 [ZGi, Definition 3] Let N be a h-set. We define a h-set N as
follows

e u(NT) =5s(N), s(NT) = u(N)
o We define a homeomorphism cyr : R" — R™ = Re(NT) RS(NT), by
eyt (x) = jlen(x)),

where j : R*“N) 5 RSN — RN 5 RUN) s given by j(p, q) = (¢, p)-

Observe that NT'% = N~ and N7~ = N*. This operation is useful in the
context of inverse maps.

Definition 3 [ZGi, Definition 6] Assume that N, M are h-sets, such that u(N) =
u(M) =u and s(N) = s(M) = s. Let f : N — R"™ be a continuous map. Let
fe=cpofo 6;,1 : N. — R* x R®. Let w be a nonzero integer. We say that

N L2 s

(N f-covers M with degree w) iff the following conditions are satisfied

1. there exists a continuous homotopy h : [0,1] X N, = R* x R*, such that the
following conditions hold true

ho = fe, (1.1)
h([071]7Nc_)mMc = (2)7 (].2
h([0,1),No)NMS = 0
2. If u > 0, then there exists a map A : R* — R*, such that
hi(p,q) = (A(p),0), forp € B,(0,1) and q € B,(0,1), (1.4)

A(0B,(0,1)) < R*\ B,(0,1).
Moreover, we require that

deg(A, B,(0,1),0) = w,
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We will call condition (1.2) the exit condition and condition (1.3) will be
called the entry condition.

Note that in the case u = 0, if N Ly M, then f(N) C intM and w = 1.
In fact in the above definition s(N) and s(M) can be different, see [W2, Def.
2.2].

Remark 1 Observe, that since for any norm in R™ the closed unit ball is home-
omorphic to [—1,1]", therefore for h-sets and covering relations we will use
different norms in different contexts.

Remark 2 If the map A in condition 2 of Def. 3 is a linear map, then condition
(1.5) implies, that
deg(A, B,(0,1),0) = £1.

Hence condition (3) is in this situation automatically fulfilled with w = +1.
In fact, this is the most common situation in the applications of covering
relations.

Most of the time we will not interested in the value of w in the symbol

N g M and we will often drop it and write IV =f> M, instead. Sometimes
we may even drop the symbol f and write N = M.

Definition 4 [ZGi, Definition 7] Assume N, M are h-sets, such that uw(N) =
uw(M) = u and s(N) = s(M) = s. Let g : R* D Q — R™. Assume that
g1 M| = R™ is well defined and continuous. We say that N <= M (N

1
g-backcovers M ) iff MT = NT.

Figure 1.1: Examples of covering (left) and backcovering (right) relations. In
this case u(N) = s(N) =1 and s(NV) = s(M) = 2.

The geometry of Definitions 3 and 4 is presented in Figures 1.1 and 1.2.
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Figure 1.2: Examples of covering relations. In this case u(N) = u(M) = 2 and
s(N)=s(M)=1.

1.1.1 Main theorem about chains of covering relations

Theorem 3 (Thm. 9) [ZGi] Assume N;, i = 0,...,k, N, = Ny are h-sets

and for each i =1,...,k we have either
Ni_y 8, (1.6)
or
N; Cdom(f;Y) and Ni_y 22 N, (1.7)

Then there exists a point x € intNg, such that

fiofiiio-ofi(x) € intN;,, i=1,....k (1.8)
foofu—1o0--ofi(z) = = (1.9)

We point the reader to [ZGi] for the proof. The basic idea of the proof of this
theorem - the homotopy and the local Brouwer degree - appears in the proof
Theorem 7.

The following corollary is an immediate consequence of Theorem 3.

Collorary 4 Let N;, i € Z, be h-sets. Assume that for each i € Z we have
either

N, % N, (1.10)
or
N; Cdom(f;Y) and Ni_y 22 N, (1.11)

Then there exists a point x € intNg, such that
fiofi—l O~'~Of1(])) S intNi, 7 S Z+. (112)

Moreover, if Niyr = N; for some k > 0 and all i, then the point x can be chosen
so that

frofr—10---0 fi(x) = (1.13)
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1.2 Examples with one unstable direction, topo-
logical horseshoe

In this section we give some examples for coverings with one unstable direction.

We consider subsets in V =R x W, where W = R* for some &k > 0.

Let us fix r > 0.

We will denote by C(r) the family of cylinders of the form [a, b] X By (r). To
each N € C we assign h-set structure by u(N) =1, s(N) =dimW. N=L(N) U
R(N), Nt = H(N), where L, R, H are defined below.

Given N = [a,b] x By (r) € C(r), we define

L(N)={a} x Bw(r), left edge,
R(N) = {b} x Bw(r), right edge,
H(N) = [a,b] x 0Bw(r), ’horiz. boundary’
SL(N) = (—00,a) x By (r), left side of N
Sr(N) = (b,00) x By (r), right side of N

The following lemma give sufficient conditions for covering relation between
two cylinders, which avoids any homotopy in its definition.

Lemma 5 Let Nyg, N1 € C(r). G:V = V. Assume that
G(Ny) C (—00,00) x By (r) (1.14)
and one of the following two conditions hold

G(L(Ny)) € SL(N1), G(R(No)) € Sr(IN1) (1.15)
G(L(No)) C Sr(N1), G(R(No)) C SL(N1) (1.16)

Then Ny = N,

We leave to reader an easy proof.

In fact the conditions appearing in the above lemma can be used as the defi-
nition of covering relation for cylinders. Condition (1.14) means that the image
of Ny under G is contained in the 'horizontal’ strip defined by N;. Conditions
(1.15) and (1.16) mean that the ’vertical’ edges of Ny are mapped to different
sides of N7 (see Fig. 1.4).

Example: Topological Smale horseshoe

Let No, N1 € C(r), intNo NintNy = (. We say that a continuous map
G :V — V is a topological Smale horseshoe (with respect to Ny, N1) (see Fig.
1.5) iff

N; =55 N;, fori,j=0,1

From Theorem 3 we obtain easily the symbolic dynamics and all periods for
G, namely
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=
N N, 0

3
/

f(N,)

]
)

f(N,)

g

Figure 1.3: Examples of position of f(NN;) with respect to N;, vertical edges
and their images are plotted using thick lines, No f-covers Ny, Ny f—covers Ny
(one can choose a subquadrangle of N7 which f—covers N, for example the one
defined by the left (or right) vertical edge of N; and the dashed line), N5 does
not f-cover Ny (image of N3 has nonempty intersection with horizontal edges of
N4), Ny does not f-cover N3 (images of horizontal edges of Ny lie geometrically
on the same side of N3)

Figure 1.4: Ny =2 N,
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G(L(No))

Ny Ny

G(L(Ny))

Figure 1.5: Topological Smale horseshoe.

Theorem 6 If G is a topological Smale horseshoe with respect to Ny, N1 then
for every finite sequence (ag, v, ...,q;—1), where a; € {0,1} there exists x €
N,, such that

G'(z) € intN,,
Gl(z)==z

1.3 Natural structure of h-set

Observe that all the conditions appearing in the definition of the covering rela-
tion are expressed in ’internal’ coordinates ¢y and cp;. Also the homotopy is
defined in terms of these coordinates. This sometimes makes the matter and
the notation look a bit cumbersome. With this in mind we introduce the notion
of a 'natural’ structure on h-set.

Definition 5 We will say that N = {(x0,%0)}+ Bu(0,71) x Bs(0,71) C R* x R*
s an h-set with a natural structure given by :

u(N)=u, s(N) =s, cy(z,y) = (M, M)

In context of R? and u = 1, s = 1 we will sometimes write N = zo+|[—a, a] x
L—b, b]. This in compatible with the above convention as a defines radius of ball
B,(0,a) = [—a,a] and b of B5(0,b) = [—b,b].

1.4 Verification of covering relation when u > 1

In Section 1.2 the sufficient conditions have been given for the covering relation
with v = 1. In the present section we discuss a way to check the covering relation
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N =L M when u(N) > 1 in the situation when the size of N is small enough for
the linear approximation to work. This approach was used in paper [WZ] in the
computer assisted proof of the existence of symbolic dynamics and heteroclinic
connections in some 4D reversible map with two unstable dimensions.

Let N, M be a h-sets in R™ such that «(N) = u(M) = v and s(N) = s(M) =
sand let f: N — R™ be continuous. In order to prove that the covering relation
N=L v holds, it is necessary to find the homotopy & : [0,1] x N, — R* x R®
and a map A : R* — R satisfying conditions (1.1-1.4).

Let f. = cpof ocg,l. We try to find a homotopy between f. and its derivative
computed in the center of the set and projected onto unstable directions, i.e.,

we define
A:R" 5 p— m,(Dfe(0)(p,0)) € RY,

where 7, : R™ — R is the projection onto first u variables. We require A to be
an isomorphism, then we have

deg(A, B,(0,1),0) = sgn(det A) = +1.
Now we define the homotopy between f. and (p,q) — (A(p),0) by
h(t,p,q) = (1 —t)fe +t(A(p),0), for (p,q) € Bu(0,1) x Bs(0,1).  (1.17)

Obviously the homotopy (1.17) satisfies conditions (1.1) and (1.4). We need to
check whether the homotopy (1.17) satisfies conditions (1.2-1.3).



Chapter 2

Topological disks

2.1 Horizontal and vertical disks in an h-set

Definition 6 [WZ, Definition 10] Let N be an h-set. Let b : B,y — |N| be
continuous and let b, = cy ob. We say that b is a horizontal disk in N if there
exists a homotopy h : [0,1] X By(n)y —+ Ne, such that

ho = be (2.1)
hi(z) = («,0), for all x € By
h(t,z) € N_, for allt € [0,1] and x € OBy (2.3)

Definition 7 [WZ, Definition 11] Let N be an h-set. Let b: Byny — |N| be
continuous and let b, = cny ob. We say that b is a vertical disk in N if there
exists a homotopy h : [0,1] x Byny — Ne, such that

ho = b,
hi(z) = (0,z), for all x € By
h(t,z) € N[, for all t € [0,1] and x € 0By(n). (2.4)

Definition 8 Let N be an h-set in R™ and b be a horizontal (vertical) disk in
N.
We will say that x € R™ belongs to b, when b(z) = = for some z € dom(b).

By |b| we will denote the image of b. Hence z € |b| iff z belongs to b.

2.2 Topological transversality theorem

Now we are ready to state and prove the topological transversality theorem. A
simplified version of this theorem was given in [W] for the case of one unstable
direction and covering relations chain without backcoverings. The argument in
[W], which was quite simple and was based on the connectivity only, cannot be

19
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Figure 2.1: A horizontal disc in an h-set N with w(N) = 2 and s(N) = 1 (left).
A vertical disc in an h-set N with u(N) =2 and s(N) = 1 (right).

carried over to a larger number of unstable directions or to the situation when
both covering and backcovering relations are present.

Theorem 7 [WZ, Thm. 4] Let k > 1. Assume N;, i =0,...,k, are h-sets and
for eachi=1,... k we have either

N, % N, (2.5)

or
N; C dom(fY) and Nioy 22 N, (2.6)

3

Assume that by is a horizontal disk in Ng and b, is a vertical disk in Ny,.
Then there exists a point x € intNg, such that

r = bo(t), forsomet€ Byngy(0,1) (2.7)
fiofi_10~"0f1($) S intNi7 1= 1,...,k (28)
frofe—io---ofi(x) = be(z), forsomez € Byp,)(0,1) (2.9)

Proof: Without loss generality we can assume that
cn, = 1d, fori=0,...,k.
Then

fi = fie: fori=1,... F,
Ni:Nc,i, NET = N fori=0,....,k

i i,c

We define g; = fi_l, for those ¢ for which we have the back-covering relation
Ny B N,

Notice that from the definition of covering relation, it follows immediately
that there are u > 0, s > 0, such that w(V;) = w and s(N;) = s, for all
i=0,... k.
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The idea of the proof is to rewrite our problem as a zero finding problem for
a suitable map, then to compute its local Brouwer degree to infer the existence
of a solution.

As a tool for keeping track of the occurrences of coverings and backcoverings,
we define the map dir : {1,...,k} — {0,1} by dir(¢) = 1 if N;_4 Lo N, and
dir(i) = 0 if N;—4 U N;. For i =1,...,k let h; be a homotopy map from the
definition of covering relation for N;_1 fz:w? N; or N;_4 Q:w’ N;. In the case of
a direct covering (i.e. dir(¢) = 1), the homotopy h; satisfies

hi(0,z) = fi(z), wherez € R"S (2.10)
hi(1,(p,q)) = (Ai(p),0), wherepeR" and ¢ € R*, (2.11)
hi([0,1], NiZy)) NN = 0, (2.12)
hi([0,1], N;o1) NNt = 0. (2.13)

In the case of a backcovering (i.e. dir(:) = 0), the homotopy h; satisfies
hi(0,x) = gi(z), where x € R“*S (2.14)
hi(1,(p,q)) = (0,A4i(g)), wherepe€ R* and q € R®, (2.15)
hi([0, 1]7Ni+)ﬂNi71 = 0, (2.16)
hi([0,1],N;) "N N,_, = 0. (2.17)

Let hy; and h, be the homotopies appearing in the definition of a horizontal and
vertical disk for by and b., respectively.

It is enough to prove that there exists ¢ € B,(0,1), z € B,(0,1) and z; €
intN; for i =1,...,k such that

bo(t) = Xy,
filzizy) =z, ifdir(d) =1,
gi(x;) = wmi—q, ifdir(s) =0, (2.18)
be(z) = axp.

We will treat (2.18) as a multidimensional system of equations to be solved.
To this end, let us define

II=B,(0,1) x Ny X -+ x Ny_1 x Bg(0,1)

A point z € TI will be represented by = = (¢, 21,...,25_1,2).
We define a map F = (F,...,Fp) : 1T — R®+9F a5 follows: for i =
2,...,k—1 we set

i — filxi— if dir(7) =1
Fton . mp s [ fimen) i) =1,
xi—1 — gi(z;) if dir(é) = 0.
For i = 1 we set

xr1 — fl(bo(t)) if dlr(].)

=1
F t’ PR ) v— 1 = . . ’
1t Th-1,2) {bo(t)—gl(xl) if dir(1) = 0.
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For i = k we define

Fu(t, 21, ... 21, 2) = {be(z) — fe(ar—1) if dir(k)

=1,
| #eo1 — gr(be(2)) if dir(k) = 0.

With this notation, solving the system (2.18) is equivalent to solving the
equation F'(z) =0 in intII.

We define a homotopy H = (H,...,Hy) : [0,1] x IT — R®+9F a5 follows.
Fori=2,...,k—1 we set

T; — hl()\, $¢_1) if dlI‘(Z)

=1
Hi A’t, ey —1, = . . . ?
( T Th—1,%) {xil — hi(\,z;) if dir(é) = 0.

For i = 1 we set

w1 — hi(\ k(M 1)) if dir(1)

1,
heMt) — by (N, 21)  if dir(1) = 0.

Hi(M\t oz, .. Tk—1,2) = {

For i = k we define

ho(A z) — hi (A, xp—q) if dir(k)

=1
H )\’t, N -1, = i i |
KOt g, 2) {xk_l_hk(x,hzu,z)) if dir(k) = 0.

Notice that H(0,x) = F(x). The assertion of the theorem is a consequence
of the following two lemmas, which will be proved after we complete the current
proof.

Lemma 8 For all A € [0,1] the local Brouwer degree deg(H(A,-),intIl, 0) is
well defined and does not depend on A\. Namely, for all X € [0,1] we have

deg(H (A, -),intIl, 0) = deg(H (1, ), intII, 0).

Lemma 9
|deg(1¥(17 )71ntH,O)| = ‘wl W e wk‘|

We continue the proof of Theorem 7. Since F = H(0,-), from the above
lemmas it follows immediately that

deg(F,intIl,0) = deg(H (0, -), intIl,0) = deg(H (1, -),intII, 0) # 0.

Hence there exists = € I such that F(x) = 0. 1

Proof of Lemma 8: From the homotopy property of the local Brouwer degree
(see Appendix in [ZGi]) it is enough to prove that

H(\x)#0, forall z € d(Il) and A € [0, 1]. (2.19)
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In order to prove (2.19), let us fix x = (¢t,21,...,2x—1,k) € OIL. It is easy
to see that one of the following conditions must be satisfied

t € 0B,(0,1), (2.20)
z € 0B4(0,1), (2.21)
z; € N, forsomei=1,...,k—1, (2.22)
z; € N; forsomei=1,...,k—1 (2.23)

We will deal with all above cases separately.

Consider first (2.20). Let us fix A € [0,1]. Let xg = h(A,t). From Def. 6
it follows that g € Ny . There are now two possibilities: either dir(1) = 1
(direct covering) or dir(1) = 0 (backcovering). Assume that dir(1) = 1. From
condition (2.12) it follows that hi (A, zg) ¢ N1, hence Hy (), x) # 0. Assume now
that dir(1) = 0. We have hy(\,t) € Ny and since by (2.17) hq (A, N1)N N, =0,
hence Hi(\, z) # 0.

Consider now (2.21). Let us fix A € [0,1] and let 2, = h,(),z). From
Def. 7 it follows that xy € N, . Now if dir(k) = 1, then from condition (2.13)
hi (A, Nk—1) N N7 = 0, hence Hg(\,z) # 0. If dir(k) = 0, then from (2.16) if
follows, that hy (A, ) & Ni_1, hence Hp(\, z) # 0.

For each of cases (2.22) and (2.23) we have to consider the following four
possibilities

N L N LR N, (2.24)
N LN RN (2.25)
Niop 45 N EE N, (2.26)
N, e NN (2.27)

Assume first that z; € N;7. If (2.24) or (2.25) holds true, then from (2.13) we
obtain

hi(A, ziz1) # @i,

for every A € [0,1] and every z;—1 € N;—1. If (2.26) or (2.27) is satisfied, then
from (2.16) it results that
hi(A ;) # i1,

for every A € [0,1] and every x;_; € N;_1. This proves that, if z; € N7, then
H(M\ z) #0 for any A € [0,1].

Assume now that x; € N; . If (2.24) or (2.26) holds true, then from (2.12)
it follows that for every A € [0,1] and every x;41 € N;11 we have

hit1(A ;) # Tiga.
If (2.25) or (2.27) is satisfied, then from (2.17) we obtain

hiv1(A\, xiq1) # @4,
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for every A € [0,1] and every x;4+1 € N;41. This proves that if x; € N, then
H(\ ) # 0 for any A € [0,1]. [

Proof of Lemma 9: Let us represent z; for ¢ = 1,...,k — 1 as a pair
x; = (pi,qi), where p; € R* and ¢; € R®. In this representation the map
H(1,t,p1,q1,--yPk—1,qk-1,2) = (D1,G1,-- -, Dk, Gx) has the following form (for
a=0)

e ifi=2 ...,k —1 then
if dir(é) = 1, then pi = (1 —a)p; — Ai(pi—1), 4i = i, (2.28)
if dir(7) = 0, then Di = pi—1, G = (1 —a)gi—1 — Ai(q:)2.29)
e if i =1, then
if dir(1) = 1, then p1=(1—a)pr — A (t), G1=q1 (2.30)
if dlr(l) = O, then ]N)l = t, ql = —A1 (Q1) (231)
e if 4 =k, then
if dir(k) = 1, then Dk = —Ar(Pr-1), Gy =2 (2.32)
if dir(k) = 0, then Pr = Ph_1, G = (1 — a)qr—1 — Ak(R-33)

The above equations define a homotopy C : [0, 1] x IT — R+ We will show
that deg(C(a, -),intIl, 0) is independent of o and then we compute the degree
of C(1,-).

Lemma 10 For any « € [0,1]
deg(C(a, +),intIl, 0) = deg(C(1, -), intIL, 0).

Proof: From the homotopy property of the local degree (see Appendix in [ZGi)),
it follows that it is enough to prove that

Cla,z) #0, forall z € dll and « € [0,1]. (2.34)

Let us take = (t,p1,q1,-..,Pr—1,qk—1,2) € OIl. One of the following condi-
tions holds true

t e S
z € 5%
p; € SY forsomei=2...,k—1
¢ € S°% forsomei=2,...,k—1.

Assume that ¢ € S*. If dir(1) = 1, then ||A1(¢)]| > 1, hence [|p1]| > [|A1(8)|| —
[p1]| > 0. If dir(1) = 0, then py = ¢ # 0.
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Assume that z € §°. If dir(k) = 1, then ¢ = =z # 0. If dir(k) = 0, then
[Ak(2)[ > 1 and we obtain ||gk| > [|Ax(2)[| = [[gr—1] > 0.

Assume that p; € S*. If dir(i4+1) = 1, then p; 1 # 0, because from condition
(1.5) it follows that

[Aira(po)ll > 1 = [[(1 = @)piyal, (2.35)

for any p;y1 € B, (0,1).
If dir(i + 1) = 0, then obviously p;+1 = p; # 0.
The argument for the case ¢; € S* is similar. ]

Now we turn to the computation of the degree of C(1,-). Observe that
C(1, ) has the following form: fori =2,... k-1

Bi=—Ai(pi1), G =q if dir(i) =1 (2.36)
Bi =pio1, @ = —Ai(g:) if dir(i) =0, (2.37)
fori=1

Pr=—Ai(t), G=q ifdir(1)=1 (2.38)
Pr=t G =—A(q) ifdir(1) =0, (2.39)

and for i = k
Br = —Ap(pe_1), G =2z ifdir(1) =1 (2.40)
Pe =1, Gr = —Ar(z) if dir(1) = 0. (2.41)

From the product property of the degree (see Appendix in [ZGi]) it follows
that

| deg(C(l, ')’ I, 0)| =

ican—1(1) deg(—A;, Bu(0,1),0) - I cgi—1 (o) deg(— Az, Bs(0,1),0)| .
In the formula above if dirfl(j) = () (for j = 0,1), then the corresponding prod-
uct is set to be equal to 1. Similarly if u = 0 or s = 0, then the corresponding

product is also set equal to 1.
From Collorary 18 in [ZGi] it follows that

deg(—A,U,0) = (—1)“deg(A4, U, 0). (2.42)

This finishes the proof. ]

Observe that a little modification of the above proof allow to draw the fol-
lowing conclusion

Theorem 11 Let Ny be an h-set. Assume that by is a horizontal disk in Ny

and b, is a vertical disk in Ny.
Then ‘b()‘ N |be| 7é (Z)



26

CHAPTER 2. TOPOLOGICAL DISKS



Chapter 3

Cone conditions

The goal of this chapter is to introduce a method, which will allow to handle
relatively easily the hyperbolic structure on h-sets. This material appeared first
in [KWZ, ZCC].

3.1

Definition 9 Let N C R"™ be an h-set and @ : R™ — R be a quadratic form

Q(z,y)) = alz) = Bly),  (z,y) e RV xR, (3.1)

where o : R*W) 5 R, and 8 : R*WN) — R are positive definite quadratic forms.
The pair (N, Q) we be called an h-set with cones.
We will refer to the quadratic forms a and B as positive and negative parts
of Q, respectively.
If (N, Q) is an h-set with cones, then we define a function Ly : R" xR™ — R

by
Ln(21,22) = Qen(21) — en(22)) (3.2)

Quite often we will drop @ in the symbol (V, Q) and we will say that N is
an h-set with cones.

3.1.1 Cone conditions for horizontal and vertical disks

Definition 10 Let (N, Q) be a h-set with cones.

Let b: B, — |N| be a horizontal disk.

We will say that b satisfies the cone condition (with respect to Q ) iff for
any ri,xo € By, T1 =% 9 holds

Qbe(1) — be()) > 0. (3.3)

27
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Definition 11 Let (N, Q) be a h-set with cones.

Letb: By — |N| be a vertical disk.

We will say that b satisfies the cone condition (with respect to Q ) iff for
any y1,y2 € Bs, y1 # y2 holds

Q(be(y1) = be(y2)) < 0. (3.4)

Lemma 12 Let (N,Q) be a h-set with cones and let b : B, — |N| be a hori-
zontal disk satisfying the cone condition. o
Then there exists a Lipschitz function y : B, — By such that

be(x) = (z,y(x)). (3.5)

Analogously, if b: Bs — |N| is a vertical disk satisfying the cone condition,
then there exists a Lipschitz function x : Bs — B,

be(y) = (2(y),y)) (3.6)

Proof: We will prove only the first assertion, the proof of the other one is
analogous.

In the first part of this proof we will show that for any = € intB,(y) there
exists z € int By, () and y, € ES(N), such that

For this we will use the local Brouwer degree.

In the second part using the cone condition we will show that ¥, is uniquely
defined and its dependence on z is Lipschitz. Then we extend the definition of
y(x) to x € OB,,.

Let i be the homotopy from the definition of the horizontal disk b.

To prove (3.7) consider the homotopy 71 o h : [0, 1] x EU(N) — Eu(N)v where
m 2 RUY) 5 Rs(V) 5 R*(V) is a projection on the first component. Let us
fix © € intB,(ny. It is easy to see that, since x ¢ w1 o h(t,0B,(n)) the local
Brouwer degrees in the formula below are defined and the stated equalities are
satisfied by the homotopy property of the local Brouwer degree

deg(’frl © bC7§u(N)7x) = deg(’frl o hlaEu(N)a {E) = deg(ICLEu(N)ax) =1 (38)

This proves (3.7).
To prove the uniqueness of y,., assume that there exist z1, 20 € int By, (n) and
Y1,Y2 € Byny, y1 # y2 such that

be(z1) = (z,91), be(22) = (2,92)- (3.9)
From the cone condition for b it follows that

0 < Q(be(z1) —be(22)) = a(0) — Blyr —y2) <O (3.10)
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which is a contradiction. Hence we have a well defined function
Y(T) = Ya, for z € intB,,(n). (3.11)

Observe that from the cone condition it follows that for any
x1, T2 € intBy(n), T1 # T2 holds

Allzy = 22]* > a(wy — x2) > Bly(21) — y(a2)) = Blly(e1) — y(aa)|?, (3.12)

where A, B are some positive constants related to quadratic forms « and f3,
respectively.

This proves the Lipschitz condition, which allows to continuously extend the
function y(z) to the boundary of B, y). Observe that from the closeness of |b|
it follows that (z,y(z)) € |b| for x € OB, (n). [

3.1.2 Cone conditions for maps

Definition 12 Assume that (N, Qn), (M, Q) are h-sets with cones, such that
w(N) = u(M) = u and let f : N — RI™M) pe continuous. Assume that

N =L M. owe say that f satisfies the cone condition (with respect to the pair
(N, M) ) iff for any x1,x2 € N,, x1 # x2 holds

Qu(fe(z1) — fe(x2)) > QN (T1 — 72). (3.13)

Definition 13 Assume that (N,Qn), (M, Q) are h-sets with cones, such that
w(N) =u(M) =u and s = s(N) = s(M) and let f : N — R*"S be continuous.

Assume that N <= M. We say that f satisfies the cone condition (with respect
to the pair (N, Qn), (M,Qwn))) iff for any y1,y2 € M, y1 # y2 holds

Que(yr —y2) > Qn (7 (1) — f (12))- (3.14)

Observe that Definition 13 is equivalent to Definition 12 applied to map f~!
with respect to pair (M7T, —Qu), (NT, —Qn)).

The cone condition in Definition 12 is expressed in coordinates associated to
h-sets, in the phase space it implies that

L (f(21), f(22)) > Ln(21,22), for zy # 29, 21,20 € N. (3.15)

Below we state and prove two basic theorems relating covering relations and
the cone conditions

Theorem 13 Assume that for i =0,...,k — 1 either
Ny Lo N (3.16)

or
Ni+1 (- dom(f-_l) and N; <f£ Ni+17 (317)

?
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Qu*(fe(x2)

f(Qn* (%)

Figure 3.1: Example of cone condition for maps. In this case u(M) = u(M) =1
and s(N) = s(M) = 2.

where all h-sets are h-sets with cones and f; for i = 0,...,k — 1 satisfies the
cone condition.

Assume that b : ES(Nk) — Nyp is a vertical disk in Ny satisfying the cone
condition.

Then the set of points z € Ny satisfying the following two conditions

fi—lofi—ZO"'OfO(z) S Nia fOT’I:: 1,...,]{5 (318)
foto-ofolz) € || (3.19)

18 a vertical disk satisfying the cone condition.

Proof: For the proof it is enough to consider the case of k = 1, only. For k > 1
the result follows by induction. B
Without any loss of the generality we can assume that No = No . = By(ng) X

Es(NO)a Ny = Nl,c = Eu(Nl) X Es(Nl), fo= fO,c~ o o
Consider a family of horizontal disks in No dy, : By(n,) — No for y € By

dy(z) = (z,9). (3.20)

From Theorem 7, applied to chain Ny % N, and disks d,, in Ny and b in Ny
it follows that each y € By(n,) there exists z € By(n,), such that

folz,y) € 1b]. (3.21)

Let us fix y € ES( No)- We will show that there exists only one x satisfying
(3.21). For the proof assume the contrary, hence we have 1 # x5 and 1,22
both satisfy (3.21).
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Observe that Qn, ((x1,y) — (z2,y)) > 0, hence from the fact that f; satisfies
the cone condition it follows that

QNI (fO(-Thy) - f0($2,y))) > QNO((xl7y) - ($27y)) > 0. (3'22)

But the above inequality is in a contradiction with the cone condition for b.
Hence (3.21) defines a function z(y) in a unique way.

It is easy to see that function z(y) is continuous. Namely, from the compact-
ness argument it follows that it is enough to prove that if we have a sequence
of pairs (z,,y,), where y,, € By, y,, — § for n — oo and z,, = 2(yn), Tn — 7,
then fo(Z,7) € |b|, but this is an obvious consequence of the continuity of f
and the compactness of |b|.

Obviously, by : Bs — B, x By defined by bo(y) = (z(y),y) is a vertical disk
in Ny. It remains to show that it satisfies the cone condition.

We will prove this by a contradiction. Assume that we have y; and yo such
that

Qno ((z(y1), 1) — (2(y2),92)) = 0, (3.23)

then
Qn, (folz(y1), 1) — fo(z(y2),y2)) > 0, (3.24)
hence the points fo(z(y1),y1) and fo(z(y2), y2) cannot both belong to b, because
the cone condition is violated. ]

Theorem 14 Assume that for i =0,...,k — 1 either

N =L Ny (3.25)

or
Ni+1 - dom(fi_l) and N; <f£ Ni+17 (326)
where all h-sets are h-sets with cones and f; for i = 0,...,k — 1 satisfies the

cone condition.

Assume that b : En(NO) — Ny is a horizontal disk in Ny satisfying the cone
condition.

Then exists a set Z C |b|, such that for all z € Z holds

ficioficgo---0fo(z) € N fori=1,... k (3.27)

and fy_10fi—a0-+-0 fo(Z) a horizontal disk in Ny, satisfying the cone condition.

Proof: It is enough consider £k = 1. Consider first the case of Ny <f£ Nj.

-1
By the definition we have Ni Lo, N¢ and the statement follows directly from

Theorem 13.
Consider now the case of direct covering Ny o, Ni. Without any loss of the
generality we can assume that Ny = Ny . = By(n,)X = Byy,)- Then from the
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cone condition for this covering relation it follows that for all z1, 2z € f(NoN|b|),
z1 # 29 holds

QNl (21 — 2:2) > 0. (328)
This implies that for any = € B, (y,) there exists at most one y € BV such
that (x,y) € f(NoNb]) N Ny. From Theorem 7 it follows that such y = y(x)
indeed exists. We define the horizontal disk by z — (z,y(z)). By (3.28) it
satisfies the cone condition. 1

3.1.3 Verification of cone conditions

Assume that (N, Qy) and (M, Q) are h-sets with cones and a map f: N —
Rém(M) g O,
Observe that for zo — 1

QM(fC(xZ) - fc(xl)) - QN(xz — .%'1) — 0. (3.29)

Hence there is no chance that the cone condition can be verified rigorously on
computer [N, KWZ], by direct evaluation in interval arithmetics of Qar(f(z2) —
f(x1)) — Qn(z2 — 21).

Our intention is to give a condition, which will imply the cone condition and
will be verifiable on computer.

Definition 14 Let U C R™ and let g : U — R™ be a C' map. We define the
interval enclosure of Dg(U) by

[Dg(U)] = {A € R™™ Wy, Ay € | inf 22 (@), sup 22 (x)” (3.30)

zeU 8%‘]' zeU 8l‘j

Let [df.(N¢)] be the interval enclosure of df. on N.. Observe that when
dim(M) # dim(N) this is not a square matrix.

Lemma 15 Assume that for any B € [df.(N.)], the quadratic form
V(z) =Qu(Bz) — Qn(z) (3.31)
is positive definite, then for any x1,x2 € N, such that x1 # xo holds

Qu(fe(z1) — fe(x2)) > Qn (21 — T2). (3.32)

Proof: Let us fix x1, 22 in N.. We have
1
Folws) = fulay) = / (a1 + s — 2)dt- (12— 71). (3.33)
0

Let B = [ df.(x1 + t(x2 — 21))dt. Obviously B € [df.]. Hence

fe(z2) = fe(x1) = B(w2 — 21). (3.34)
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We have

Qum(fe(x2) — fe(21)) — Qn (T2 — 21) =
Qu(B(xz —21)) — Qn (w2 — 1) = V(2 — 21) > 0.

In the light of the above lemma the verification of the cone conditions can
be reduced to checking that the interval matrix corresponding to the quadratic
form V for various choices of B € [df.(N.)] given by

V= [dfc(Nc)]TQM[dfc(Nc)] - QN (335)

is positive definite.

Observe that, since the set of positive definite matrices in an open subset
of the set symmetric matrix, then if V' given by (3.35) is positive definite, then
there exist 0 < a < 1 < b, such that

V = [dfe (N Quldfe(Ne)] — (1 +€)Qn (3.36)

is positive definite for 14-€ € (a,b). In fact this implies the uniform hyperbolicity
see [W3, Hrul, Hru2, LL]
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Chapter 4

Unstable and stable
manifolds for fixed points

The goal of this chapter is to prove the existence of stable and unstable manifolds
for hyperbolic fixed point for maps. The proofs are topological and do not
assume that the map under the consideration is invertible.

We proceed as follows. In Section 4.1 we prove general theorems about stable
and unstable manifolds under assumption of the existence of self-covering (i.e.
NL N ) satisfying the cone condition. This part does not require that the
fixed (periodic) point is hyperbolic.

In Section 4.3 we will show that in the neighborhood of the hyperbolic fixed
point of the map we can build an h-sets, which covers itself and the cone con-
dition holds for this relation. Then from results of Section 4.1 we obtain the
stable and unstable manifold theorems for the fixed point under consideration.

The material in this chapter comes from [KWZ, ZCC].

4.1 Stable and unstable manifolds trough cov-
ering relations

Definition 15 Consider the map f: X D dom(f) — X.
Let x € X. Any sequence {xy}rer, where I C 7Z is a set containing 0 and
foranyly <lo <lsinZ ifly,l3 € I, thenly € I, such that

To =, flx) = ziq1, forii+1el (4.1)

will be called an orbit through x. If I = Z_, then we will say that {xy }trer is a
Sfull backward orbit through x.

Definition 16 Let X be a topological space and let the map f : X D dom(f) —
X be continuous.

35
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Let Z CR", xg € Z, Z C dom(f). We define

Wz(z0,f) = {z|Vnx0f"(2) € Z,  lim f"(2) = 20}
Wi(zo,f) = {z|3{zn} C Z a full backward orbit through z, such that
ngriloo Tn = ZO}
Wi ) = {=] lm () = 20}
Wz, f) = {z]|3 {xn} a full backward orbit through z, such that
Inv™(Z,f) = {z|Yazof"(2) € Z}
Inv=(Z,f) = {z|3{xn} C Z a full backward orbit through z }

If f is known from the context, then we will usually drop it and use W*(zp),
W3 (z0) etc instead.

Definition 17 Let f : R™ D dom(f) — R™ be a continuous map.

Loop of covering relations (for f) is collection of h-sets N;, i = 0,...,k,
Ny = Ny and covering relations, such that for each i =1,...,k we have either
N, =L N; (4.2)

or
N; C dom(f~Y) and Ni_; <= N;. (4.3)

k will be called the length of the loop.

Let L be a loop of covering relations, if additionally N; are h-sets with cones
Q;, such that Qr = Qo and each covering relation in the loop L we assume the
cone condition. In this situation we will say that L satisfies cone conditions.

The following notation will be used for loops of covering relations L =
(No, N1,..., Ni_1).

Definition 18 Let L = (No, N1,...,Nk_1) is a loop of covering relations for
f. We define

Sp=NoNf Y N) NN fm* 2N _p)n f~ED (V). (4.4)

It is easy to see that Sy, ~,,...,n,_,) consists of points in N, such that

fi(z) € Ny, fori=1,...,k—1. (4.5)

Lemma 16 Let f: R™ — R™ be a continuous map.

Assume that L = (Ng,...,Nk—1) is a loop of covering relations for f satis-
fying the cone conditions.

Then there exists a unique zg € Sp,, such that

fk(Zo) = 20, (46)
Inv+(SL7fk) = WgL(anfk)7 (47)
Inv=(Se, f¥) = W4 (20, f"). (4.8
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Proof: The existence of zy satisfying (4.6) follows directly from Theorem 3.
Let us fix one such zq.

To prove (4.7) it is enough to show that, if f*(z) € Sy, for all I > N, then
liml_mo flk(z) = Z20-

From the cone conditions for the loop L it follows that the function V(z) =
Qn, (cn, (2) — en, (20)) is a Lapunov function on Sz, for f*, i.e. is increasing on
nonconstant orbits of f¥ in Sz. By the standard Lapunov function argument it
is easy to show that Inv(Sr, f¥) = {20} and lim;_,, f'*(2) = 2. This finishes
the proof of (4.7).

To prove (4.8) it is enough to show, that any backward orbit for f* in
Sp, {xk}trez_ converges to zg. But this is true by the same Lapunov function
argument as in the previous paragraph. ]

Theorem 17 Let f: R™ — R” be a continuous map.

Assume that L = (No, ..., Ni_1) is a loop of covering relations for f satis-
fying the cone conditions.

Then there exists a unique zo € S, such that W§, (20, f) is a vertical disk
in Nq satisfying the cone condition.

Therefore, if cn, is an affine map, then W§ (o, I*) can be represented as a
graph of a Lipschitz function over the nominally stable space in Ny.

Proof: First we show that for all y € B, there exists x € B,,, such that

z = c;,(l)(a:,y) € W3, (20). (4.9)
By Lemma 16 it is equivalent to showing that

fr¥(z) e Ny, forleN. (4.10)
Consider a family of horizontal disks in Ny d,, : m — N for y € m

dy(x) = (z,y). (4.11)

The proof is the same for both direct- and backcovering, therefore we will
just consider direct covering.

Consider an infinite chain of covering relations consisting of replicas of loop
L

f f f f f f
No= N = - = Ny_1=>Ny=---Ng=--- (412)

From Theorem 7 applied to d,, an arbitrary vertical disk b, in No and finite
chains Ny :f> Ny é N :f> é Ny of increasing length using the com-
pactness argument one can show (see [W2, Col. 3.10]) that for every y € B,
there exists x € B,,, such that (4.10) holds for z = cj_\,i(x, Y).

The next step is to prove that such z is unique. Let us assume the contrary,
then there exists y € Bs and x1, x5 € By, 1 # 9, such that z; = c&(l) (z4,y) for
i = 1,2 satisfies condition (4.10). Observe that

QNO(CNO(ZI) —CN, (22)) = Oé(l‘l — 1‘2) > 0, (413)
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hence from the cone condition and (4.10) it follows that

QNO(CNO(flk(Zl)) — CNO(flk(22)> > a(ml — .’L‘g), for [ € N. (414)

Passing to the limit [ — oo we obtain

0= Quvy (eny (20) — ey (20)) =
Tim Qu, (eno (F(21)) = ex, (5(22))) > (s — ) > 0.

This is a contradiction. Hence we have a well defined function x(y) on Bi.
Obviously W§, (o, f*) = {ex'(z(y),y) |y € Bs}. Now we prove the cone
condition for W§_(wo, f*). This will imply that the map b: B, — N, given by
b(y) = cy'(x(y),y) defines a vertical disk in N.
We have to check whether

Qn(eny(z1) — eny(22)) <0, for all 21, 20 € W§, (w0, f*), 21 # 20 (4.15)

Assume that (4.15) is not satisfied for some 21, 29 € Ws, (z0, f¥), 21 # 2. We
have

Qo (eny (21) — ey (22)) = 0. (4.16)
From the cone condition it follows that for { > 1 holds
Qo (ene (F*(21)) = ey (F*(22))) > @y (eny (f(21)) — e (f(22))) > 0.
Passing to the limit [ — oo we obtain
0= Qo (eno (20) — eno (20)) = lim Quy(eng (M (21)) = exg (F41(22)) >
Qno (eny (f(21)) — eny (f(22))) > 0.
Which is a contradiction. This proves (4.15). ]

The following remark will be used, when we will tackle the question of the
smoothness of the stable manifold for smooth maps

Remark 18 The proof of above theorem suggests that function x :ES — B,
used to parameterize W, (20, f*) is a limit of functions x; : By — B, defined
forl=1,2,... by implicit equation

T 0 eng © o eyt (mi(y),y) = 0. (4.17)
and under the constraint

fikocg,;(xl(y),y) €Sy, 1=0,...,1—1. (4.18)
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In [ZCC] we proceeded as the above remark suggests for analytic maps to
the analyticity of W* for f analytic and zg hyperbolic. In the second part of
these notes devoted to normally hyperbolic invariant manifold the smoothness
of W* will established for C? maps.

Now we would like to prove the theorem about unstable manifolds. Observe
that in the case of f being non-invertible we cannot apply previous theorem
to f~! to obtain statement about the unstable manifold, therefore we need a
different proof. It will be based on the graph transform method by Hadamard.

Theorem 19 Let f: R™ — R"™ be a continuous map.

Assume that L = (Ng,...,Nk_1) is a loop of covering relations for f satis-
fying the cone conditions.

Then there exists a unique z9 € Sr, such that W, (20, f*) is a horizontal
disk in Ny satisfying the cone condition.

Therefore, if cn, is an affine map, then W§ (zo, fF) can be represented as a
graph of a Lipschitz function over the nominally unstable space in Ny.

Proof: We will prove the theorem for the trivial loop L = (N). The modifica-
tions necessary to consider loops of arbitrary length are rather obvious, see the
proof of Theorem 17.

Without any loss of the generality we can assume that N = B, x B, and
CN = id.

We will prove that for any « € B, there exists y € Bs, such that (z,y) €
Wi (zo). For any x € B, let v, be a vertical disk given by

v (y) = (2,9).

Let h: B, — B, x By be a horizontal disk given by h(x) = (x,0).

The proof is the same for both direct- and backcovering, therefore we will
just consider direct covering.

Consider a chain of covering relations consisting of k replicas of
N =f> N. It follows from Theorem 7 it follows that there exists a finite orbit
{w’jk,w’ikH, ooy wk  whY, such that

w]fk,w’ikﬂ,...,wfl,wgeN
flwf) = w4, l=—k,...,—1
w", € |hl, wh € |vg.

By applying the diagonal argument we can find an infinite backward orbit
{wi}iez_ugoy, such that

w; € N, l=0,—-1,-2,... (4.19)
f(wl) = w—1, <0 (420)
wy € |ugl (4.21)
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Since V(z) = Qn(z — 29) is increasing on orbits for z # 2y (is a Lapunov
function), therefore
lim w; = 2. (4.22)
l——o0
We have proved that
wo € W (20) N |vg]. (4.23)

We will prove that wg in (4.23) is uniquely defined. Let pg also satisfies
the above condition, hence there exists a backward orbit in N through pg

{Pi}hiez_ugoy. We have
Qn(po —wo) = —B(y(po) — y(wo)) < 0. (4.24)

From the cone condition for map f it follows that the function Qn(p; — w;) is
increasing for [ < 0, hence

0> Qn(po—wo) > Qn(pi—wr) > dim Qn(pr—wr) = Qn(20—20) = 0. (4.25)

Which is a contradiction, therefore wy in (4.23) is uniquely defined.

We define a horizontal disk d : B, — B, x B, by d(z) = (x,w). From the
above considerations it follows that

W (20) = |d]. (4.26)

We will show that d is satisfy the cone condition (which also implies the
continuity of d)

Qn(w—p) >0, for all w,p € |d|, w # p. (4.27)

Assume that (4.27) does not hold. Then there exists two full backward orbits
{w;},{p} in N through w and p and

Qn(w—p) <0. (4.28)

We have for any [ € Z_
0> Qn(wo —po) > Qn(wy —p1) > liifjloo Qn(wr —p1) = Qn (20 — 20) = 0.

But this is a contradiction, hence (4.27) is satisfied. ]

The following remark will be used, when we will tackle the question of the
smoothness of the unstable manifold for smooth maps.

Remark 20 The proof of above theorem suggests that function y :Eu — B,
used to parameterize W§ (2o, f%) is as a limit of functions y; : B, — B, defined
forl=1,2,... by

yi(z) =myocn, 0 o c&i(ml(x), 0), (4.29)
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where x; : By — By forl=1,2,... is defined by implicit equation
Tz ocen, o fFo cJ_\,;(xl(x), 0) =x. (4.30)
with the constraint
[ oyt (@i(x),0) € 5¢, i=0,...,1—1. (4.31)

In [ZCC] we proceeded as the above remark suggests for analytic maps
showed the analyticity of W* for f analytic and xg hyperbolic. In the sec-
ond part of these notes devoted to normally hyperbolic invariant manifold the
smoothness of W#* will established for C? maps.

4.2 Example - the multidimensional horseshoe

Assume that (N;,Q;) for i = 0,1 are h-sets with cones. Assume that the
following covering relations hold together with cone conditions

N=L N, Q=01 (4.32)

From Theorems 17 and 19 it follows that for any o = (oq,...,06_1) € {0,1}*
that there exists a unique periodic point z, € Ny, such that

fi(ZU)GNami:Oala"'akfl fk(ZO):ZO (433)

and local stable and unstable sets of z, for f* are respectively vertical and
horizontal disks in N,,. We would like to stress here, that we have a uniform
bounds for both stable and unstable manifolds for periodic orbits independent
of the period, just as in the case of two-dimensional horseshoe.

As example let us consider for any u,s € Ny the h-sets with cones N; C
R¥*s i = 0,1, defined as follows. Let u; = u, s; = s, p; = ((—=1)*-2,0,...,0) and
cx,}(as, y) = pi+(z,y) for (z,y) € R*xR*. On N; we define Qy;, (z,y) = 22—y

“We define the map f : Ng U N; — R%ts as follows

f(xay) = (A1(5 ! (l’ - prl)),()) =+ i, for (x,y) € Nia for i = 0,1

where A; : R* — R* are for ¢ = 0,1 arbitrary isometries (with respect to
Euclidean metric).

Observe that f)y, is a uniform expansion by the factor of 5 in the R* x {0}°
and retraction onto 0 in the stable direction. Observe that for any of the covering

relations NV; LN ; the derivative is a constant linear map given by
dfe(z,y) = (54;2,0). (4.34)

From Lemma 15 it follows that the cone conditions will be satisfied if the matrix

CRIICHEH N T
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is positively defined, which is clearly the case.

Since both covering relations and being positive definite are stable with
respect to small perturbations, then for sufficiently small in C'-norm maps
h: NgUN; — R%T% we obtain

NN, ij=01 (4.36)
and for all these covering relations the cone conditions are satisfied. There-
fore we obtain uniform bounds for (un)stable manifolds for infinite number of
periodic orbits of unbounded periods.

4.3 Stable and unstable manifolds for hyperbolic
fixed points

In this section we apply theorems proved in Section 4.1 to obtain the existence
of the unstable and unstable manifold for hyperbolic fixed point. The result,
concerning the smoothness, is rather weak, when compared to classical results
in the literature, see [HPS, 170, 180, C] and references given there, as we have
only the Lipschitz condition and a suitable tangency at the fixed point. The
smoothness can be obtained from our results about smoothness of NHIM.

Definition 19 Let f : R® — R” be C'. Let zg € R*. We say that z, is a
hyperbolic fixed point for f iff f(z0) = 20 and Sp(Df(z0)) NSt = 0, where
Df(z) is the derivative of f at zp.

Theorem 21 Let f : R® — R" be a C' map. Assume that zy is a hyperbolic

fized point of f.
Let Z C R™ be an open set, such that zyp € Z.
Then there exists an h-set N with cones, such that zo € intN, N C Z and

e N :f> N and if f is a local diffeomorphism in the neighborhood of zy then
N <L N,

o Wi(z0) is a horizontal disk in N satisfying the cone condition

o W3 (20) is a vertical disk in N satisfying the cone condition.

Moreover, W} (zy) can be represented as a graph of a Lipschitz function
over the unstable space for the linearization of f at zg and tangent to it at zg.
Analogous statement is also valid for W§ (2o).

Proof: Let L be a linearization of f at zg, hence L(z) = 2o + df (20)(z — 20).
Let u be the dimension of the unstable manifold and s of the stable manifold of
L at zg.

Then there exists a coordinate system on R™ and a scalar product (-, ) such
that following holds

df (20) = [3 UO } (4.37)
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where A : R* — R* and U : R® — R?® are linear isomorphisms, such that
W*(z9,L) = {20} + R* x {0}°, W?*(z0,L) = {20} + {0}* xR®  (4.38)
|Az|| > ||z||, for x € R*\ {0}  (4.39)
Uyl <llyll, foryeR*\{0},  (4.40)
where the norms are ||z|| = Va2 and ||y|| = v/y?. We will use these coordinates
in our proof.
Observe that (4.39) and (4.40) imply that matrices AT A—Id and Id—UTU
are positive definite.
For any r > 0 we define
N(r) = {20} + Bu(0,7) x B,(0,7). (4.41)

Let Q((z,y)) = az? — By?, where z € R* and y € R® and o > 0, 8 > 0 are
arbitrary positive reals.
It was proved in [ZCC] that if r is small enough, then

N(r) < N(r),
Q(f(z1) — f(#2)) > Q(z1 — 22), for for all 21,22 € N(ro), z1 # 22

and if f is a local diffeomorphism at zgp, then N L.
From this and from Theorems 17 and 19 follow all assertions of our theorem,
with the exception of the one the concerning the tangency to W**(zg, L) at zo,
To prove the tangency of W"(zo, f) to zo + R* x {0}® at zo = (x0,90) it
is enough to prove that for any € > 0, there exists r > 0, such that for any
z= (l’,y(l‘)) € W;\L/(r) (ZOaf) holds

ly(x) = wol| < ellz — zol| (4.42)

For given a, 3 the set W]?,(T)(zo, f) for r sufficiently small is a horizontal disk

satisfying the cone condition with respect to the quadratic form Q(z,y) = ax?—

By?. Therefore we have

Q((z,y(x)) — (v0,%)) > 0
Blly(@) —wol* < o llz =zl
ly(z) —woll < Va/B |lz—aol,

which proves (4.42).
The proof of the tangency for W*(zg, f) to zo+ {0}* X R® at z; is analogous.
(]

4.4 Propagation of stable and unstable mani-
folds of hyperbolic fixed points for a map

Assume that z;, i = 0,1 are a fixed (or periodic) points of the map f : R® — R"
and that we have (N;, Q;) h-set with cones, such that z; € N; and N; N N;.
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Assume that we would like to show that W%(zo, f) and W*(z, f) intersect
transversally.

Theorems 17 and 19 give us information of pieces of W*(zq, f) and W?*(z1, f)
in terms of Ny and N, respectively. Usually the sizes of Ny and N are rela-
tively small and we need to be able to get information of much larger pieces of
W¥(z0, f) and W*(z1, f). Using the tools developed in previous sections this
can be achieved as follows.

First we need some approximate heteroclinic orbit, i.e. a sequence of points
V0, V1, ... ,VK, such that f(v;) = v;41, for i = 0,..., K — 1 and vy close to zg
and v is close to z;. Next step is find h-sets with cones (M;, Qyy,) such that,
v; € intM;, the following covering relations are satisfied together with cone
conditions

NoL NgLomy Loy Lo Lo LN, LNy (4.43)

From Theorems 17 and 13 it follows that W?*(z1, f)N Ny contains a vertical disk
satisfying the cone condition. Since by Theorem 19 W (2o, f) is a horizontal
disk in Ny satisfying the cone conditions, therefore we obtain a transversal
intersection of W*(z1, f) and W (20, f). In fact to talk about transversality
we need at least structure of C'*-manifold on W*(zy, f) and Wy, (20, f), which
is not proved in this paper, but it is known for f € C! from [I70, I80] (see
also the part of these notes devoted to the smoothness of NHIM ) and the cone
conditions imply that then this intersection is indeed transversal.

The obvious question arises: how to find M;’s satisfying (4.43). Without the
cone conditions this was discussed and successfully used in [AZ] on the example
of Henon-Heiles hamiltonian, but we believe that the same discussion applies
also to the cone condition.

4.5 Relation to the standard notion of hyper-
boolicity

The following theorem has been proved in [ZCC]

Theorem 22 Assume that A : R™ — R" is linear map and Q : R® — R is a
quadratic form of signature (ny,n_).
Assume, that the quadratic form V given

V(z) = Q(Az) - Q(x) (4.44)

18 positive definite.
Then Q is nondegenerate, A is hyperbolic and the following conditions are
satisfied

ny = dimW"(4), n_ =dimW?*(4) (4.45)
WH(4) ¢ CT(Q), W(4)cC(Q) (4.46)
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4.6 Non-hyperbolic example

The goal of this section is to provide a simple example illustrating that our
theorems from Section 4.1 to obtain stable and unstable manifolds for the fixed
point, which has a nonhyperbolic linear part.

In this contexts one should mention here papers [BF, F] (and an earlier
paper [Mc]), where under suitable assumptions the stable set of the fixed point
has been proved, using the mixture of topological and analytic arguments in the
phase space, to have a manifold structure, but the analytic part there (replacing
our cone conditions expressed in terms of Lapunov function) is much more
elaborate and subtle and leads to results in situations, where our approach may
fail.

Consider the following map f : R? — R?

flz,y) = (@+2°,y—y*) + P(z,y), (4.47)

where P(z,y) is a polynomial, such that the degree of all nonzero terms in P is
at least 4.

Observe that zp = (0,0) is a non-hyperbolic fixed point, but a look at the
dominant terms (z + 23,y — y3), suggests that nevertheless zg will have a one
dimensional stable and unstable manifolds tangent at zg to the coordinate axes.

The following theorem has been proved in [ZCC]

Theorem 23 Consider the map f given by (4.47).
There exists an h-set N with cones, such that zg € intN, N C Z and

e NL N ,
o Wi(zo) is a horizontal disk in N satisfying the cone condition
o W3 (z0) is a vertical disk in N satisfying the cone condition.

Moreover, W(zo) is at zg tangent to the liney = 0 and W3 (z0) is at zp tangent
to the line v = 0.

4.7 The Lipschitz dependence of stable and un-
stable manifolds on parameters

Here we would like establish the Lipschitz dependence of the stable manifolds
with respect to the parameters, with effective bounds of the Lipschitz constants,
which we formulate as cone conditions. These bounds has been effectively used
in the computer assisted proof of the existence of homoclinic tangency for the
forced pendulum in [WZ1].

The reader may also treat it as an exercise in finding cones and a warm-up
for the normally hyperbolic invariant manifold discussed in the second part of
these notes.
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We will be using the norms for quadratic forms (identified in the sequel with
symmetric matrices) which are defined by

|B(u,v)| < || Bl[[ull[|v]-
For Euclidian norm we have
|| B]| = max{|s| | s in an eigenvalue of B}.

Theorem 24 Assume that (N, Q) is an h-set in RYTS with cones and fy: N —
Ru*ts with A € C, where C is a compact interval in the parameter space, is
Ct as the function on C x N and Q has the form Q(x,y) = a(x) — B(y) =

u 2 s 2
21:1 iy — Zi:l Aitul; -

1. Assume that for the covering relation N == N the cone condition is satisfied
for all X € C. Let py be the unique fixed point for fy in N.

2. Let e > 0 and A > 0 be such that for all A\ € C and z1,22 € N holds

Q(fr(z1) = falz2)) — (14 6)Q(21 — 22) = A(z1 — 22)°. (4.48)

3. Let
_ om, fa 37Tz,f,\
M= (Zl EECIHES (449
omyfr L |I°
I - y 4.
Em Eou® (4.50)
4. LetT' > 0 be such that
A—2MT — LT? > 0. (4.51)
5. We define
~ (4.52)
=, 4.52
]

Then the set W3 (px, fx) for A € C can be parameterized as a vertical disk
in C x N for the quadratic form Q(\,z) = 6Q(z) — A2, i.e. for any pair z; €
Wlﬁf(pkmf)\i% 1= 1327 (>\1,2’1) 7é ()‘2722) holds

(5@(2’1 — 22) — (/\1 — )\2)2 < 0. (453)
Before the proof let us make two observations concerning constants A, e, I'.

Remark 25 The existence of A and e in (4.48) is a consequence of the cone

condition for covering relation N % N. We would like to have as big A as
possible. This forces € — 0, but € is not used in the sequel.
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Remark 26 Since A > 0, therefore I' in (4.51) always exists, but it is desirable
to look for largest T possible.

Proof of Theorem 24: We would like to obtain that for [A; — Ao| < T'||z1 — 22|
holds

QUx(21) = fra(22)) > (1+ €)Q(21 — 22).
Let B be a unique symmetric form, such that B(u,u) = Q(u). Observe that

Q(fx,(21) = fan(22)) — (1 +€)Q(21 — 22) =
Q(fxi(21) — fai(22)) — (1 +€)Q(21 — 22) +
2B(fa, (21) = fa, (22), fas (22) = fan(22)) + Q(fr, (22) — fan(22))-

The first term in the above expression will be estimated using (4.48).
For the third term we obtain

QU (22) = Fan(2)) > —B(my (s (22) = Foa(22))) >
2

61| T )| 0 - 202 2

18] x|l T2y — sl = 202 — )2

N a R R

Finally, for the second term we have
IB(fai(21) = fai(22), far (22) = fan(22))] <

omz, om2, fa 2
AeBEEy (zi:'ai 9 (Z)H' ox )THZI_ZQH'

From the above computations and (4.49-4.50) we obtain the following

Q(fa,(21) = Fro(22)) — 1+ €)Q(z1 — 22) > (A —2MT — LT?) ||z — 2.

Let us fix I and ¢ as in (4.51) and (4.52).
We have proved that, if [|A; — Xza|| < T'||z1 — 22|, then

Q(fai(21) = frz(22)) > (1 + €)Q(21 — 22). (4.54)
We would like to infer from (4.54) that
QU (21) = [, (22)) > (14 €)"Q(21 — 22), (4.55)

but the condition (4.54) does not imply that ||[A1 — Az|| < T fa, (21) — Frn (22)],
therefore we cannot iterate (4.54).

To fix this we will use a different condition. For § > 0 we define a set G(0)
by

G(6) = {((M,21), (A2, 22)) € (C x N)? [[|]Ad1 — Aol < 0Q(21 — 22)}-
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From the cone condition it follows immediately that if ((A1, z1), (A2, 22)) € G(9),
then if fy,(z;) € N for i = 1,2, then ((A1, fx, (21)), (A2, fr,(22))) € G(9)
Observe that if ((A1, 21), (A2, 22)) € G(0), then

A = A2]|* < 0Q(21 — 22) < da(wr — w2) < 8ol [l21 — 2ol = T?|lz1 — 2%

This means that any pair in G(d) satisfies [|A\; — Aa|| < T'|jz1 — 22|
Therefore, if ((A1,21),(A2,22)) € G(§), we may iterate (4.55) as long as
ffl(zl) € N, for i = 1,2, and we obtain

QI (21) — f3,(22)) > (14 ) Q(z1 — 22)., (4.56)

We are now ready to establish the cone condition from the assertion of our
theorem. If A\ = Ao, then it is satisfied by our Thm. 17.

Now we assume that A\; # Ao. We will reason by the contradiction. Assume
that z; € W& (pa,, fa), @ = 1,2 are such that

A1 = A2ll? < 8Q(21 — 22), (4.57)

therefore ((A1,21), (A2, 22)) € G(6) and x(A1,y) # x(A2,y). Observe that by the
definition of z;, f3 (2;) € N for all j positive. From (4.56) it follows that for all
j>0
QU (1) = £, (22) > (146 Q21— 22) = (1 eV alw(Ar,y) 2 (A2, y)) (4.58)
Let us consider the limit j — co. We have
QUA, (1) = S, (22)) = Qp(M) = p(A2))
(1 + €)jO[(I(>\1’ y) - x(A27 y)) — 00.

We obtain a contradiction. Therefore condition (4.53) is satisfied. 1



Chapter 5

ODEs

5.1 The stable and unstable manifolds of hyper-
bolic fixed points for ODEs.

Consider an ordinary differential equation
2 = f(2), z€R", feC*R",R"). (5.1)

Let us denote by ¢(t, p) the solution of (5.1) with the initial condition 2(0) = p.
For any ¢ € R by we define a map ¢(t,-) : R™ — R™ by ¢(t,)(z) = ¢(t,x). We
ignore here the question whether ¢(¢, x) is defined for every (¢, ), but this can
be achieved by modification of f outside a large ball.

Definition 20 Let zg € R”. We say that 2y is a hyperbolic fixed point for
equation (5.1) iff f(z0) = 0 and ReX # 0 for all X € Sp(df (z0)), where Df(2q)
is the derivative of f at zg and Re) is the real part of \.

Let Z C R"™, zg € Z. We define

Wiow) = {=|Vop(t2) €2, Jimp(tz) =2}  (52)
WiGow) = {z|Voplt,) €2, lm plt,2) ==}  (53)
Wo(0,9) = {z] Jim o(t,2) = 20} (5.4)
Who,0) = {z] lm_o(t,2) = 2} (55)
It (Z,6) = {z|Yizowlt,?) € 2} (5.6)
Inv™(Z,¢) = {z]|Vi<op(t,z) € Z} (5.7)

Sometimes, when ¢ is known from the context it will be dropped and we will
write W5(20), InvE(Z) etc.

Geometric interpretation may be found in the picture 5.1.

Below we recall the notion of isolating block from the Conley index theory.

49
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Figure 5.1: An isolating block Z for the planar ODE. The stable (vertical green
dashed line) and unstable (horizontal red solid line) manifolds for ¢ inside Z are
plotted, arrows indicate the vector field f, dashed green and solid red border
lines indicate the d-sections ¥ and X~ respectively.

Definition 21 For § > 0 the set 3 C R™ is called a —section for the flow ¢ iff
@ ((—0,0),%) is an open set and the map o : X x (=6,0) = p((—6,0),X) defined
by o(z,t) = p(t,x) is a homeomorphism.

Let B C R™ be a compact set. B is called an isolating block iff 0B =
B~ U BT, where B~ and B are closed sets, and there exists a § > 0 and two
J—sections, X1 and ¥~ such that

Btcxt, B cx,
Vz € BT Vte€ (—46,0) o(t,x) ¢ B
Ve € B~ Vte(0,9) o(t,x) ¢ B.

In the present paper we will use h-sets which are isolating blocks , which
simply means that N™ and N~ are sections of the vector field.

Definition 22 Let N be an h-set in R™. We say that N is an isolating block
for ODE (5.1), iff N~ and Nt are §-sections for f as in Definition 21.

Definition 23 Let N be an h-set, such that cy is an diffeomorphism. For a
vector field f on |N| we define a vector field on N, by

fe(2) = Den (et (2)) f(ey' (2)). (5.8)
Observe that f. is in fact the vector field f expressed in new variables.

Definition 24 [ZCC, Def. 15]
Let U C R™ be such that U = U and intU # 0. Let g: U — R™ be a C!
function. We define the interval enclosure of Dg(U) by

.. 0gi 99
D =< A Rnxm LV Az f -, .
Do) = {4 € B v 4 € [ing s ZE] L )
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We say that [Dg(U)] is positive definite if for all A € [Dg(U)] the matrix A is
positive definite.

The following two theorems about the existence and local properties of the
(un)stable manifold for hyperbolic fixed points follow immediately from the
proof of Theorem 26 in [ZCC].

Theorem 27 Let n = u+ s and f : R* = R be a C' function with zy a
hyperbolic fized point for f, such that

40 ] (5.10)

Df(z0) = { 0 U

where A € R¥¥", U € R**%, such that A+ AT is positive definite and U + UT
18 negative definite.

Then for any € > 0 and for any quadratic form Q(z,y) = ax? — by?, z €
R y € R%,a > 0,b > 0 there exists an h-set N = 2o + B,(0,7) x Bs(0,7) C
B(zp,€), such that N is an isolating block for ' = f(x), W¥ (20, f) is a vertical
disk in N satisfying cone condition and W (zo, f) s a horizontal disk in N
satisfying cone condition.

Theorem 28 Assume that (N, Q) is an h-set with cones, which is an isolating
block for (5.1), e is a diffeomorphism and that the following cone condition is
satisfied:

the matriz  [Df.(N.)]'Q + Q[Df.(N.)] is positive definite. (5.11)

Then there exists zo € N, f(z0) = 0 and such that Wi (z0) is a horizontal
disk in N satisfying the cone condition and W3 (z9) is a vertical disk in N
satisfying the cone condition.

The origin of (5.11) is explained by the following computations (we assume
ey = id). We have

d
@Q(zl(t) — 22(t))))t=0 =

(f(21) = f(22))" Q21 — 22) + (21 — 22) " Q(f (1) — f(22)) =
(21— 22)TJTQ(21 — 22) + (21 — 22)TQJ (21 — 22)

where
J= Iz, m) = / df (1 + t(z — 2))dt € [dF (V)] Q + Q[df ()

Hence for z1(0) # 22(0), 21(0), 22(0) € N holds

Q) -22(0)emo € (2(0)—=0))T ([N Q + QUAF(N]) (21(0)~=0)) > .
(5.12)

So we see that the time shift by A > 0 for h sufficiently small satisfies the cone

condition.
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Part 11

Normally hyperbolic
invariant manifolds
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In this part we present tools which allow to establish the existence of the
normally hyperbolic invariant manifold (NHIM) for a map. The main feature
of our approach is that it is not perturbative, the existence of NHIM for some
nearby system is not assumed.

The make the presentation more readable, we restrict ourselves to the case
of the torus. The main reason for this is the presence of the global chart, given
by the projection p : R™ — T™ = R™/Z™. However, as the reader will see,
the general manifold can be also treated in this way, as we make the conscious
effort, to do not use this global chart and stick to the local charts from some
good atlas.

Another aspect of our presentation is that we do not assume that the map
under consideration is invertible. This makes some proofs more difficult, just as
in the case of the hyperbolic fixed point, the center-unstable manifold and its
fibration are obtained using the graph transforms, but the center-stable manifold
and its fibration are obtained by some implicit equations. We believe that this
might be useful in the context of dissipative ODE (or PDEs) where the backward
iterates might be not defined or hard to estimate.

In Chapter 6 we prove some technical lemmas and give definitions, which
allow us to state our main theorem on NHIMs contained in Chapter 7 in Sec-
tion 7.1. At the first reading the reader might skip Chapter 6 and consult it,
only when needed. Chapter 7 contains the main theorems and their proofs
(without establishing the smoothness). In Chapter 8 we define some geometric
tools which allow us to obtain the smoothness. Finally, in Chapter 9 we apply
our method to some example.

The material presented is partially new and draws heavily from [CZ1, CZ2].

Reader may also notice that we did not state in this work any definition of
normally hyperbolic invariant manifold. For us NHIM is the invariant manifold
we obtain from Theorem 45 in Chapter 7 plus the smoothness if the assumptions
from Theorem 46 are satisfied.

Let us compare shortly our approach to NHIM with the standard theory
[HPS, BB, Wi]. When applied to the perturbations of NHIM, this is the sub-
ject of the standard approach, our results are weaker, we did’'nt get the full
smoothness and our assumptions might require a construction of some special
coordinate system to be satisfied. In fact our approach depends on charts and
finite differences, the assumptions are not expressed using the geometric objects
like tangent spaces etc. The main strength of our approach is that we give
explicit conditions to be verified to claim the existence of NHIM. This is in
principle also possible with other approaches, but it appears to be very difficult
to realize.

The proposed approach (in fact its variants) has been applied recently in
papers by Capinski and his coworkers [C2, CS, CR, CZ1] to some skew products
and the planar restricted three body problem.
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Chapter 6

Preparatory chapter:
technical lemmas and basic
definitions

6.1 Some technical issues

6.1.1 Is a map a diffeomorphism onto its range?

In the sequel when considering the graph transforms of disks we will face the
following question in various forms.

Let U C R” be a bounded open set and f : U — R™ be a C! function. What
conditions to impose on f so that f: U — f(U) is a diffeomorphism?

Obviously the necessary condition is that for all € U the Jacobian matrix
Df(x) is a linear isomorphism, but this solves the local question only.

To formulate a criterion which we will use several times in these notes we
need to introduce the notion of interval enclosure of derivatives of f over a set.

Definition 25 Let f: R™ D dom(f) — R* be a C' function.

Let Z C R™, such that Z C dom(f). We define the interval enclosure of D f
on Z, denoted by [Df(Z)] C RF*" as follows.

M e[ Df(Z)]iff fori=1,....,kandj=1,...,nM;; € {infzez %(z),supzez %(2)]

Lemma 29 Let f: R” D dom(f) — R* be a C* function.
Let U C R™ be a convex set and U C dom(f). Then

flz2) — f(z1) = Jf(xe, x1) (22 — 1), where (6.1)
Tp(wa,a1) = /O Df (e + tws — 21))dt € [DF(U)]. (6.2)

57
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The obvious proof is left to the reader as an exercise.
Now we are ready to state and prove a lemma which partially answers our
question.

Lemma 30 Let f: R" D dom(f) — R" be a C function.
Let U C R™ be a convex set and U C dom(f). Assume that [Df(U)] is
contained in the set of linear isomorphisms, then fiy is an injection.

Proof: From the previous lemma we know that f(x2)— f(z1) = Jy(z2, z1)(z2—
r1), but since Jy(xo,x1) € [Df(U)] for any x1,20 € U we see that fjy is an
injection. ]

6.1.2 What is in the image of a map?

Continuing our considerations from the previous section we would like to find a
ball around f(q) such that B(f(q),r) C f(U).

In one-dimension situation it is easy to see that if U = x + [, ], then
B(f(x),6 -inf.cu |'(2)]) C F(U).

In higher dimension the answer is similar, we just need to formulate the
notion that will replace the infimum of the derivative.

Definition 26 Let A : R" — R" be a linear map. Let ||z| be any norm on
R™, then we define m(A) as the supremum (mazimum,) of L, such that for all
v € R™ holds ||Av|| > L|jv]|.

If Z C Lin(R™,R™), then we set m(Z) = inf 4c z m(A).

It is easy to see that m(A) = 0 iff A is singular. If A is not singular, then
The following lemma gives an answer to our question.

Lemma 31 Let g : R" D dom(g) — R™ be a C* function.
Let x € dom(g) and r > 0 be such that B(x,r) C dom(g). Assume that

m([Dg(B(x,r))]) > 7 > 0, then

B(g(x),yr) € g(B(x,7)). (6.3)
Observe that when n = 1, then Dg is just a number and m(Dg(B(z,r))) =

infze[—r+z,m+r] |gl(2)|
Proof: The proof of (6.3) uses the local Brouwer degree argument. Let us fix
xo. For any p € B(g(x),~yr) we consider equation

g(x) —p=0, x¢€ B(xg,7). (6.4)
We imbed this equation into a one parameter family of equations

Gi(x)—p=0, te]0,1] (6.5)

where

Gi(z) = (1 = t)g(x) + t(g(x0) + Dg(wo)(x — 0))- (6.6)
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Observe that for ¢ = 0 we obtain equation (6.4).

To apply the local Brouwer degree to (6.5) we need to show that for ¢ € [0, 1]
and x € 0B(xg, 1), Gi(z) # p.

We will show that

|G¢(x) — g(zo)|| > yr, for x € dB(xo,T). (6.7)
For any # € B(fy,r) from Lemma 29 we have

Gi(x) = (1 = t)(g(z0) + Jg(2,20)(x — x0)) + t(g(x0) + Dg(x0)(x — x0)) =
9(xo) + ((1 = 1) Jg(z, 20) + tDg(x0))(z — o)

From the above we obtain
1Ge(x) = Gi(wo)|| = m ((1 = 1) Jy(, x0) + tDg(x0)) [z — wo|
Since (1 —t)Jy(z, o) + tDg(xo) is contained in [Dg(B(xo,r))] we obtain
1Ge(x) = Gi(wo) || = ]|z — wol|

This proves (6.7).
Now we compute the degree for t = 1. We have linear equation

9(xo) + Dg(wo)(x — zo) = p. (6.8)

By our assumptions matrix Dg(zg) is nonsingular and m(Dg(zg)) > ~v. If x
solves (6.8) then

Yz = zoll < llp = g(zo)l|- (6.9)

Hence for p € B(g(zo),~yr) the solution © € B(xg,r) and deg(G1, B(zo,r),0) =
+1. Therefore deg(Go, B(xo,7),0) # 0 and equation (6.4) has a solution in
B(zg, ).

This finishes the proof of (6.3).

6.1.3 Transversality for topological manifolds

In the differential geometry the classical notion of transversal intersection be-
tween two submaninfolds U and V' of the manifold M requires that each point
zeUNV holds T,U + T,V =T,M, where T, M is the tangent space at Z.

In these notes we will often work with topological manifolds embedded in
some vector space and we want a notion of the transversality, which when applied
to differentiable manifolds gives the standard notion.

Definition 27 A cone in a real vector space is a set K such that A\K C K for
any A € R.
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Definition 28 Let M be a topological manifold embedded in some vector space
V. Forpe M and U C 'V an open set such that p € U. We define a cone at
p in M in the restriction to U, denoted by C%(p), as the smallest closed cone
containing all vectors of the form q—p forqe M NU.

Let My and My be topological submanifolds of the vector space V. Let p €
My N Ms. We say that manifolds My and My are (cone) transversal at p iff
there exists an open set U C V, p € U, such that any pair of linear subspaces
W1 € CFy, (p) and Wy C CY (p) of mazimum dimension holds

Wi+ Wy =V. (610)

It is easy to see that if M7 and Ms are differentiable manifolds, then they in-
tersect transversally (in classical sense) at z iff their intersection is cone transver-
sal. There is more similarities between these notions, the cone transversality
persists under small perturbation, just as in the classical case.

In this work we will encounter the following two situations of (cone) transver-
sality described in the following lemma.

Lemma 32 T1 Let V = R* x R®. Let Z1 C R* and Zy C R® be some open
sets. Assume that two submanifolds of V' are of the following form M; =

{(z, f(2)) | x € Z1}, Mo ={(9(v),y) | v € Z2} satisfy the following cone
conditions
1f (1) = fz2)]| < enllzy — o, (6.11)
l9(y1) = 9(g2))ll < ezllyr — v (6.12)

Let zg € My N Msy. If ayas < 1, then the intersection of My and My at zg
s cone transversal.

T2 Let V =R¢ x R* x R® be equipped with the euclidian norm. Let Z; C Rt
and Zy C R¢T® be some open sets. Assume that two submanifolds of V
are of the following form My = {(A\z,f(A\x)) | (\z) € Z1}, My =
{ g\ y),y) | (N y) € Za} and satisfy the cone conditions

1f (A, 21) = F(A2, z2) || < nf|(Ar, 1) — (A2, 22) ], (6.13)
lg(A1y1) = g(A2, 2)) || < a2 [[(Ar, 91) — (A2, w2) |- (6.14)

Assume that zg € M1 N Ms. If aias < 1, then the intersection of My and
My at zg is cone transversal.

Proof: First we deal with T7. Observe that for any U we have
Cir, (20) € Cr={(z,9) | Iyl < arfl]} (6.15)
O, (20) € C2 = {(z,y) | 2] < acllyl}- (6.16)

First we show that for any linear subspaces W7 C C7 and Wy C Csy the inter-
section Wi N Wh is equal to {0}. Indeed, if (x,y) € Wi N Wa, then

Iyl < arllzll, ]l < callyll- (6.17)
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We multiply the above inequalites by sides to obtain
[yl - =]l < crazllyl| - ]|

Since ajas < 1, we obtain x = 0 and y = 0.
Observe that if W7 and W5 are of maximal dimension, then they are of the
following form

Wy ={(z,Az) |z e R",}, AeR*™ A <a1},
Wy ={(By,y) |y € R}, BeR"™, |B|<a}.

We see that dim W; = v and dim W5 = s. Since dim W; N Wy = 0 we see that
dim(W7 + W3) = n, therefore

Wi+ Wy =R".

This finishes the proof of T1.
Now we consider case T2. For any U we have

OV, (20) € Cr=A{(\z,y) | llyll < arl| (X, 2)II} (6.18)
O, (20) € C2 = {(\ 2, y) | llz]l < azl| (A, )lI}- (6.19)

Observe that the linear subspaces of maximum dimension in C are of the form
Wy ={(\z,A-(\z)t | (A x) € R}, where matrix A € R®*(¢+%) gatisfies

Al < .

Analogously, the linear subspaces of maximum dimension in Cy are of the form
Wy ={(\,B-(\y),y) | (\,y) € RT*}, where matrix B; € R**(¢+5) gatisfies

1B < as.

Let us fix Wy € C; and Wy C (5 be linear subspaces of maximum dimension.
We need to show that

Wi+ Wy =R x R* x R®. (620)
If we set A\ = 0 then from the considerations in the case T1 it follows that
(Win{A=0})+ (Wan{X=0}) = {0} x R* x R®. (6.21)

Therefore we have

{00, A- (N0 [AERTG+(WiN{A=0})+ (Wan{X=0}) = R® x R* x R{6.22)

Since
{A0,A- (N0 [ AERTY + (Wi n{A=0}) + (Woen{\=0}) C W) + Wy,

from (6.22) we obtain (6.20). ]
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6.2 Coverings, cone conditions

The goal of this section is to set up the structure for our NHIM, which will be
diffeomorphic with manifold A. To make this simple we will focus on A being a
torus.

Let A = T = T™ be an m-dimensional torus, i.e. T™ = (R/Z)™. We
consider a C* map f: T x R* x R® — T x R* x R?®, where k > 1.

Let us denote by D the set

D = AxB,0,R)x B,(0,R). (6.23)

In the sequel we will also use D* defined by

D~ = Ax(0B,(0,R)) x B,(0,R), (6.24)
DT = AxB,(0,R) x (0B,(0,R)). (6.25)

If Z C A we define

D(Z) = ZxB,(0,R) x B,(0, R), (6.26)
D(Z)” = Zx (0B4(0,R)) x B,(0,R), (6.27)
D(Z)t = ZxBu(0,R) x (0B4(0,R)). (6.28)

In fact we will study f : R™ x R* x R® — R™ x R* x R® of class C* and
Z™-periodic in the first variable, i.e.

fOO+Lz,y) = f(\ ), lez™. (6.29)

In the sequel we will write f as (fx, fz, fy) , where fy =Ty f : R™xR*xR* —
R™, fo=mof :R™ xR*xR* - R* and f, =7, f : R™ x R* x R* — R?

We assumed here that our manifold A is connected. Including the case

of a manifold several connected components is trivial and occasionally we will
mention what needs to be modified in our reasoning.

6.2.1 Assumptions about local charts

The goal of this section to formulate the structure A and D, which will allow to
formulate our results on NHIM.
On R™ x R* x R® we will use the euclidian norm.

Definition 29 Let o, > 0. We define a quadratic form @, : R™ xR* xR®* — R
Qu(\a,y) = =N — 2 + ajy’ (6.30)
Definition 30 Let o, > 0. We define a quadratic form @, : R™ xR* xR®* — R

Qn(\ z,y) = =N — y? + aja? (6.31)
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Definition 31 For z € R™T%*S and i € {v,h} we define positive and negative
cones by

Qf (2) ={q | Qi(z—q) > 0} (6.32)
Q; (2) ={q | Qi(z —q) <0} (6.33)

We require that the compability condition between @);, and @,
- ap > 1 (6.34)
Lemma 33 Q, (2) NQ, () N{A=mxz} = {z}
Proof: We can assume that z = 0. Then for (0,z,y) € Q, (0) N @, (0) holds
—llzl* + adllyll* <0, and  —[y[* +ajlz]* <0,
l2l* > aZllyl* > ofalz]?
This in view of (6.34) implies that 2 = y = 0. ]

In paper [CZ1] we introduced the notion of good atlas on A and generally
everything there was quite cumbersome. But the basic principle was that for
any ¢ € D the positive cones Q; (¢)N D, QZ(q) N D are contained in the domain
is some chart map from the good atlas. Observe that since we assumed that our
phasespace is of the form A x R* x R?  we have the coordinates (z,y) given. In
applications, this might might pose some problems the coordinate charts should
be constructed for all variables.

In the simple situation A being the torus, we are in a very nice situation,
namely we have the covering p : R™ — T™ = (R/Z)"™, which gives us the set of
good charts being the restriction of p to some balls, such that p : By, (z,6) = T
is a homeomorphism on its image.

Let R be such that for ¢ € D m\(Q (¢)ND) C By,(maq, Ry) and A (Q} (¢)N
D) C By, (7xq, Ry), and p;p(x,r,) is a homeomorphism onto its image. Observe
that this imposes the following conditions on a1, R and the ’size’ of the torus
Dp( Dp =1 in our setting)

Rp < DA/2, Rp > 2a,R, RpA > 2apR. (6.35)

For the map f we want the following if U is a good chart then f(U) is con-
tained in some chart which is locally good. In the case of torus this assumption
is implied by the following condition

ITx(f( Az, 91) — F(A2, 22, 92)) || < Da/2,  [|A1 — A2l < Ra. (6.36)

Quite often we will use the sentence z1,29 € D belong to (are in) the same
good chart by this in our case we mean that my(z1 — 22) < 2Rp, because then
indeed m\2; € By (ma(2zi + 22)/2, Rp).

We introduce the following notation for the set of points which are same
good chart with a given point g,

P(q) ={z € D | |[mrxz — maq|l < 2R4}. (6.37)
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D
y
A é% %
kx /(D)

Figure 6.1: Forward covering relation.

We finish this section, with the definition formalizing the fact that we have
the set of good charts in our situation.

Definition 32 We will say that Q,,Qp, f satisfy the compatibility conditions
if conditions (6.34), (6.36) are satisfied.

It should be stressed that the conditions in the above definition are tailored
the set T x R* x R®. Possible way to approach this problem for general manifold
A is discussed in [CZ1].

6.2.2 Covering

Now we introduce topological assumptions on f which we refer to as a ”covering
relation”.

Definition 33 We say that f : D — AxR" xR satisfies the (forward) covering
relation if for any \* € A there exists a \** € A, a homotopy H : [0,1] x
D(B;, (A, Rp)) = A X R* x R® and a linear map A : R* — R" such that

Ho = fip@, 0 (6.38)
H([0,1],D(Bm(A,R)))ND = 0, (6.39)
H([0,1], D(Bm (X, Ry))N DT = 0, (6.40)

Hi(\z,y) = (A, Az,0), (6.41)
A(0B4(0,R)) C R“\ B,(0,R). (6.42)

In the sequel we will call condition (6.39) the exit condition and (6.40) the entry
condition.

Intuitively, when f satisfies the covering relation then we have a topological
expansion on the x coordinate and a topological contraction on the y coordinate
(see Figures 6.1, 6.2).

Lemma 34 Assume that f satisfies the covering relation on D.
Then

f(D7)ND =9, (6.43)
m,(f(D)N D) C By(0, R). (6.44)
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B(X*,77) X By x By D

F(B(A*,rA) X By X Bs)

L O
2
)\**

{A7} x A(Bu) x {0}

Figure 6.2: A homotopy for covering.

Proof: (6.43) is the direct consequence of the exit condition (6.39).
To prove (6.44) observe that from (6.38,6.40) it follows that

7y (F(D(Bpm(A*,74))) N D) C By(0, R)

6.2.3 Backward cone condition for map f

Definition 34 We say that f satisfies the local backward cone condition, if for
any z1 # z9, ||maz1 — maz2|| < 2RA (i-e. 21 and zy are in the same good chart)
holds:

Qu(f(21) = f(2)) <0, ¥ Qu(z1 —22) <O0. (6.45)

Definition 35 We say that f satisfies the backward cone condition if the fol-
lowing condition holds:
if 21 # 22 € D are such that Q,(f(z1) — f(22)) >0, then Q,(21 — 22) >0 .

The following lemma is obvious.

Lemma 35 If f satisfies the backward cone condition, then it satisfies the local
backward cone condition.

Let us define

8 o -

ez

> (6.46)
af‘”) H) (6.47)

sup <av
zeD

w = inf (m ({3{3?’25 PE]) - s
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In the sequel the following two conditions will play a crucial role

Bo < Mo (6.48)
Bo < 1 (6.49)

Lemma 36 Let oy, Q, and f be such that (6.48) holds.
Then f satisfies the local backward cone condition
If ||ma(z1) — ma(2z2)|| < 2Rp and Q. (z1 — 22) < 0, then and

||7T(>\,z)(f(zl) = f(z2))l > 77v||77()\71;)21 — W(A,z)ZQH- (6.50)
Proof: Let us denote by 6 the pair (A, z). We have
1
f(O2,y2) — f(01,01) = / Df(t(02 — 01,92 — y1) + (01, y1))dt - (02 — 01,2 — y1)”
0

Hence for Q,((61,y1) — (61,y1)) < 0 we have

7o (f(02,y2) = f(01,91)l =
o (|G| )16z - ol = sup | S

Ny2 =yl >

0 1|0
((|%])-= af;‘))-||ez—el||2m92—el||
and
0 0
[OSSENOSSIES F-2 ROSTARS 2 AT E

1

Qy

8fy

(Hafy ) 6 — 6]

To verify the local backward cone condition, we want the following inequality
to hold

ay ||y (f (01, 91) = F(O1, v )| < llmo (£ (01, 91) = f(Or, 1)), (6.51)

which leads to
_ ey L
)= ([%]) -

(3] 2

From Lemma 36 follows the following statement which we will also alleviate
to the lemma status since it will be used frequently in the sequel.

1 (os

dy

9fo

= 1Ny. .52

Lemma 37 If 21,22 € D are such that |7y fi(z1) — mxfi(22)|| < 2Rp for i =
0,....k and Qu(z1 — 22) <0, then

7o (f* (1) = f*(z2))| = 15 Imo21 — mo 22|l (6.53)
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6.2.4 Forward cone condition

Definition 36 We say that f satisfies the forward cone condition if the follow-
ing conditions holds:
there exists my, > 1, such that for z1 # 22, 21,22 € D, Qn(z1 — 2z2) > 0 holds

Qn(f(21) = f(22)) > Qn(z1 — 22), (6.54)

[mef(21) = maf(22)| > mallmez1 — Tz (6.55)

Lemma 38 Assume that f satisfies the forward cone condition, then z1,z9 € D

are such that [(21) € D, f(22) € D, 2] (z1)—mr f(22)]] < 2R and Qn(f(z1)—
f(z2)) <0, then either ||maz1 — maze|| > 2RA or Qn(z1 — 22) < 0.

Let us define

w= mlfyola Fae) e
w o= w (r([Fee)]) o mlage]) o

In the sequel the following two conditions will play a crucial role
nm>1, nn> B (6.58)
Lemma 39 Assume (6.58). Then f satisfies the forward cone condition.

Proof: We will denote be 6 the pair of coordinates (A, y).
Let z; = (0;,x;) € D, i = 1,2. If Qp(21 — 22) > 0, then

H91 — 92” S athl — .’L‘QH (659)

‘We have
1
f(927m2)—f(917x1)=/ DF((6s — 01,05 — 1) + (B3, 21))dt - (B — 01,03 — 1)
0

Hence from (6.59) it follows that
1702 (f (02, 22) = f (01, 21)) ]| = mnllz2 — 2 l,
which proves (6.55) - the expansion in the z-direction, and

[0 (f (02, 22) — f(01,21))| <
9fo

sup 89() |9291|+SupH f Ny — 21| <
zeD
9fo )

(ahf&g aj;() +sup (Tff(Z) >‘||$2x1||ahﬁh||gchl||
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Now we check whether Qp(f(z1) — f(22)) > 0. We have
ap(ma(f(21) = f(22)))* = (mo(f(21) = f(22)))* >

apnpllze — 21|)? — o Billxe — 21| =
(aii(mi = B7)) llzr — @] >0

Lemma 40 Assume (6.58).
If 21,29 € D are in the same good chart and Qp(f(z1) — f(22)) <0, then

72y (f(21) = f(22)[| < Bullmay (21 — z2) |- (6.60)

Proof: We will denote by 6 the pair of coordinates (), y).
From Lemma 39 we know that f satisfies the forward cone condition. This
implies that if Qx(f(21) — f(22)) < 0 then Qp(z1 — 22) < 0. Hence

anllme (21 = 22)[| < [lmo(21 = 22)]- (6.61)

Therefore we have

IfoCer) = £l < sup | 502 )| oo = 2]+
zeD

‘g’(z)H : aihnwe(zl — 22)|l = Bullmo(z1 — 22)

sup
zeD

Lemma 41 Assume (6.58).
If 21,29 € D are in the same good chart, f7(z1), f?(22) are in good chart for
j = 15 27 ceey k—1 and Qh(fk(zl) - fk(ZQ)) < 07 then

175 (f(21) = F5(z2))I| < Bpllmay (21 — 22). (6.62)

Proof: From Lemma 39 we know that f satisfies the forward cone condition.
This and our assumptions imply that Q (f?(21)—f?(22)) < 0for j = 0,...,k—1.
Hence from Lemma 40 we obtain

175, (F(21) = FE () < Bullmay (F7H (1) = F7H 22D < Billmag (21 — 22)-

6.3 Disks and their images

We assume that D, Qp, Q, is as in the previous section and we have a good
atlas on A.

The goal of this section is to define several types of disks of in D and the
investigation of how they behave under the application of the map satisfying
the cone condition.
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6.3.1 Definitions of various types of disks

Definition 37 A continuous function b : B, (0, R) — D is called a horizontal
disk in D, if m,b(x) = x. We say that it satisfies the cone condition, if for any
1 # X9, such that x; € B, (0, R) holds

Qn(b(x1) — b(w2)) > 0. (6.63)

Observe that from our assumptions it follows immediately, that every horizontal
disk b is contained in some good chart.

Definition 38 A continuous function b : Bs(0,R) — D is called a vertical
disk in D, if m,b(y) = y. We say that it satisfies the cone condition, if for any
Y1 # Y2, such that y; € Bs(0, R) holds

Qu(b(z1) — b(x2)) > 0. (6.64)

Observe that from our assumptions it follows immediately, that every vertical
disk b is contained in some good chart.

Definition 39 A continuous function b: A x B, (0, R) — D is called a center-
horizontal disk in D, if m(y »)b(\,2) = (X, ). We say that it satisfies the cone
condition, if for any 01 = (A1,x1) and 03 = (A2, T2), such that | A1 — A2|| < 2Rp
holds

Qu(b(61) — b(62)) < 0. (6.65)

Definition 40 A continuous function b: A x B4(0, R) — D is called a center-
vertical disk in D, if m(x ,\0(\,y) = (N, y). We say that it satisfies the cone
condition, if for any 61 = (A,y1) and 02 = (A2, y2), such that ||A\1 — Aal] < 2Ra
holds

Qr(b(61) — b(h2)) < 0. (6.66)

Sometimes, we will identify the disk with its support and say that ¢ € b,
which means that there exists pdom(b) such that b(p) = ¢.

6.3.2 Lemmas on images of disks, the graph transforms

Lemma 42 Let k > 1 and f be of class C*. We assume that f satisfies the
covering relation on D and f satisfies (6.58) (the forward cone condition,).
_Let b be a horizontal disk in D satisfying the cone condition. Then f o
b(B(0,R)) N D is a horizontal disk in D satisfying the cone condition, such
that
7y (f 0 b(B,(0, R)) N D) C intB,(0, R). (6.67)

If bis C*, then (f o b(B,(0,R))) N D is of class C*.

Proof: From Lemma 39 it follows that f satisfies the forward cone condition.
First we show that

fob(Bu(0,R))ND 0. (6.68)
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We prove that for every x, € B, (0, R) there exists x € B, (0, R), such that
o f o b(z) = x.. (6.69)

Let \* = m,b(0). Observe that from our assumptions follows that
mab(x) € By (A, Ry). (6.70)
We will use the homotopy from the covering relation. Let us denote this homo-

topy by H;.
We imbed equation (6.69) into a one parameter family of equations

o Hy (b(2)) = . (6.71)

For t =0 (6.71) becomes (6.69).

Observe from the definitions of the covering relation (Def. 33) and of the
horizontal disk in D it follows that for x € 9B, (0, R) 7, H;(b(x)) # .. There-
fore deg(m,Hy o b,intB, (0, R),z.) is defined and by the homotopy property of
the degree

deg(m,Hy o b,intB, (0, R),z.) = deg(A,intB, (0, R),z.) = sgndet A = &1
(6.72)
where A the linear map from the definition of the homotopy.

Therefore we have a solution of (6.69). Now we will establish its uniqueness.
This is an immediate consequence of the cone condition, namely Q(f(b(z1)) —
F(b(2))) > 0 implies that f,(b(x1)) £ fa(b(x2)).

(6.67) is a direct consequence of Lemma 34.

It remains to prove that 7, f o b is a diffeomorphism if b is C*.

vz (i)t

o (S) |

Hence for all x € B,,(0, R) the matrix D f, o b(z) is nonsingular, hence f, o b is
diffeomorphism onto its image.

o) 1002} >

wmﬂ>m>o

o))

Definition 41 Let a C' map b be a horizontal disk in D satisfying the cone
condition. We will define the graph transform of b denoted by Gp(b) as the
horizontal disk in D satisfying the cone condition obtained in Lemma 42 from
the disk b

Lemma 43 Let k > 1 and f be of class C*. We assume that f satisfies the
covering relation on D, f satisfies (6.58)(the forward cone condition) and the
backward cone condition on D.

Let a C* map b be a center-horizontal disk in D satisfying the cone condition.
Then fob(A x B,(0,R))ND is a center horizontal disk in D satisfying the cone
condition of class C* and such that

7y (f o b(B,(0,R)) N D) C intB,(0, R). (6.73)
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Proof: We will perform the proof in the case when D is connected, the proof
in a general case is a trivial modification of the present one.
First, we will prove that

(fob(A x B,(0,R))) N D # 0. (6.74)

Indeed, for any A € A let us consider the horizontal disk b* : B, (0, R) — D
given by b*(z) = b(\,z). We will argue it satisfies the cone condition. Namely,
we know that for any x; # z2 holds

0> Qu(b(A,21) = b(A, 22)) = o (myb* (z1) — mybN(22))* — (1 — 32)?,
hence
(1 — 22)* > ad (myb* (1) — myb* (22))°.

From the above and Lemma 33 it follows that
Qn(b*(x1) — b (x2)) > 0, (6.75)

which establishes the cone condition for b* as a horizontal disk in D.

From Lemma 42 it follows that f o b*(B,(0, R)) N D is a horizonal disk in
D, in particular this implies (6.74).

In the remainder of the proof we will use notation 6 = (\, z).

We will now show that my f ob is an open map, in fact it is a local diffeomor-
phism. Namely, we have

Draf o b(6) = G 06) + 52(4(6) G2 0) (6.76)

Due to the fact that b satisfies the cone condition, we have

ab,
00

< 1/ay,. (6.77)

Therefore we obtain

ofs

m(Dmaf ob(6)) > m (%Jg(b(g))) _ 1 5

Qy

(W))H >n,>0.  (6.78)

Hence 7y f o b is a local diffeomorphism, hence an open map. Therefore 7y f o
b(A x intB, (0, R)) is an open set. From the covering relation and Lemma 34
we know that the points b() for 6 € A x 9B, (0, R) are mapped by f out of the
set D

7o fob(AxintB, (0, R))N(Ax B,(0,R)) = mpfob(Ax B, (0, R))N(Ax B,(0, R)).
(6.79)

Therefore the set mpf o b(A x intB, (0, R)) N (A x B, (0, R)) is both open and

closed in A x B, (0, R) and since it is also nonempty, therefore we infer that

7o f o b(A x B, (0, R)) N (A x B,(0,R)) = A x B, (0, R). (6.80)
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We need to show that the map 7wy f o b is an injection on (mgf o b) "1 (A x
B, (0, R)). This is a direct consequence of the backward cone condition. To show
this, assume that there exists ; # 6, in A x B, (0, R) such that my f(b(61)) =
mof(b(02)). Then Q,(f(b(61)) — f(b(62))) = cvu(my f(b(61)) — m, f(b(62)))* > 0.
Therefore the backward cone condition implies that @, (b(61)—b(62)) > 0, which
contradicts the cone condition for center horizontal disks.

(6.73) is a direct consequence of Lemma 34.

Definition 42 Let b be a C' center horizontal disk satisfying the cone condi-

tion. The graph transform of b denoted by G.1,(b) we will be the center horizontal
disk obtained in Lemma 43.



Chapter 7

NHIM as Lipschitz
manifolds

7.1 The main results on NIHM

In this section we gather together all assumptions, we define various invariant
sets and state the main theorem.

Our assumptions will be divided into levels (layers). The first level will give
us the existence plus the Lipschitz condition, the second level when added to
the first one will give us the smoothness.

Definition 43 The following assumptions will be referred to as the standard
assumptions

Al fisCL, A =T = (R/D\Z)"

A2 there exist v, > 0 and ap > 0 such the compatibility conditions in the sense

of Def. 32 are satisfied,
BCC f satisfies the backward cone condition

CC Let us define

e = (o ]+ | e 2
wo = g B{if’;%”@ﬂ)ivizg “a2e]) a2
i = s ([apgel+ o F5e)]) o)
w = (e ([FEew)]) emlamme]) o
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We assume that

Bo < My (7.5)
B < 1 (7.6)
nn > 1, nn > B (7.7)

CR f satisfies the covering relation on D.

Let us comment on the standard assumptions

Remark 44 The conditions contained in CC imply the local backward cone
condition and the forward cone condition.

Assumption BCC about the backward cone condition is of global character.
In particular, it rules out that points q1,q2 € D such that g1 and maqe are
not close can be mapped to the same fiber over A, i.e. wxf(q1) = maf(g2).
This assumption is necessary, as the counter example take the Smale- Williams
solenoid, it will satisfy all the assumptions on the expansion and contraction
rates we are going to impose in the sequel, but the resulting invariant set is not
a manifold.

Assumption CR in the case of A non connected, we change as follows. Let
Ao UALU...Aj_1 be a decomposition into connected components. We require
that the exists a loop of covering relations with D; = A; x B, (0, R) x B,(0, R)
covering D(;y1) mod 1

We give here definitions of our main heroes - the invariant sets and their
(un)stable which will appear in sequel.

Definition 44 Let us define the following sets

o g c W iff g € D and there is full backward trajectory of q in D.

qEWe iff f¥(q) € D fork € Z,

o A=WenNWe. (This is our invariant set in D)

let g € W, z € Wr iff z € W and Qu(f~%(2) — f%(q)) > 0 for
k € Z,, where f~%(q) and f~%(2) are unique full backward trajectories in
D through q and z, respectively.

o letqe We. ze WS iff z€ W and (Qu(f*(2) — f*(q)) > 0 or f¥(z) =
f¥(a)) for k € Z.

The following theorem summarizes our first level results related to the in-
variant set in D and manifolds related to it.

Theorem 45 Assume the standard assumptions. Then

o W< is a center horizontal disk in D satisfying the cone condition. More-
over, fiweu is an injection, which has continuous inverse.
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o W€ is a center vertical disk in D satisfying the cone condition.

e Aisa graph of the Lipschitz function over x. By this we mean the fol-
lowing: there exists x : A — D and L such that mxx(A\) = X\ and if
[IA1 = A2ll < 2Rp, then

72,y (X(A1) = x(A2))[] < L{[A1 = Azf|. (7.8)

o for every ¢ € W the unstable fiber W' has the following properties

— Wy is a horizontal disk in D satisfying the cone condition.
— W' depends continuously on q

— W' intersects W and A in single point ( the same point)
Wi ={zeW"|[3C>0,7>n Hf‘;‘fw(Z) - f‘;éiu(q)H <Oy F ke Z+}

e for every g € W the stable fiber W has the following properties

— W is a vertical disk in D satisfying the cone condition.
— Wy depends continuously on q

— W, intersects W and A in a single point ( the same point)

We={zeW®*|3C>0,0<~vy<min(n,1) |f*(2) = f"(@)] < C+*, keZy}

The next layer of our results is concerned with the smoothness of W%, A
and W;»*. It requires stronger assumptions.

Theorem 46 Standard assumptions and assume f € C%. Then

o Let

IBCU = Sup (H afy

qeD
. Ofx.) 1
o= i (m(a@,x)(z)) o

If% < 1, then W is C*.

» 0/ 1
Mes = Inf (m < o ((J)) T

If nes>o and 5—’2 <1, then W¢ 45 C*.

2g))) (79)

af(/\ a,) H) (7.10)

’ av

o Let

Pongl). o

° fﬁg <1andncs<1, then A is C*.
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o Let
w = (|G| o)) e
io= o (n(F0) e o)) 0w
If
Bu o1, (7.14)
Un

then for every q € W< the unstable fiber W' is Ct.

o Let of
. (A\,z) 8f1/
wo= it (m (@) o[ g @]) - ow
If
52
ps >0, =<1, (7.16)

S

then for any g € W< the stable fiber W is Ct.

In the above theorem we have introduced 7, and 7,,. They are related to n,
and n, - they differ as the follows: with 7, , we take m(-) in the point, in the
version without the tilde sign the infimum is taken over P(z). Obviously, we
have 05,0 < hp.

7.2 The center-unstable manifold

In this section we assume the standard assumptions from Def. 43 in Section 7.1.
The goal of this section to prove that the set W<* is a center horizontal disk.

Theorem 47 W is a center-horizontal disk in D satisfying the cone condi-
tion.

Moreover, it has the following properties.

o T, (W) C intBs(0, R).

o For each g € W there exists a unique p € W such that f(p) = q.

e The map fl;vlcu s Wt — W satisfies the Lipschitz condition: there exist

€ >0 and L such that if |T(x 2)(q1 — q2)|| <€, then

_ _ 1
||7T()\,:c)(f|V[}cu ((h) - f|m}cu (QQ)H < 7]7”71—()\,16) ((h - qQ)” (717)
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Proof: We use notation § = (A, z). Using Lemma 43 we can define a sequence
of center horizontal disks by bg(\, 2) = (A, 0,0), bi11 = Gen(b;) @ > 0.
This implies that

V0 € AxB,(0,R)Vk € Z, Jy € intB,(0,R), 0 € AxB,(0,R) f*(6;,0) = (8,v)
(7.18)
From (7.18) it follows that for any 6y € A x B, (0, R) there exist backward
orbits of f in D through zg, with 7zy = 6y of arbitrary length

mpzo = b, f(zi) = f(zit1), i =k, —k+1,...,-1,0. (7.19)

Using the compactness of D and applying the diagonal argument gives us a
point yg, € Bs(0, R), such that there exists a full backward orbit of (6, yg,) for

f.

This shows that mpW = A x B, (0, R).

Now we show the cone condition on W<, ie. if z1 # 29 21,20 € W and
lmaz1 — maza|| < 2RA (which means that both points are in a good chart), then

Qu(z1 — 22) <0. (7.20)

The argument will be by the contradiction, we assume that @Q,(z; — z2) > 0.
Let {2F}rez_ be a full backward orbit of z; for f in D, i = 1,2. From the
backward cone condition it follows immediately that

Qu(zf — 28>0, kez_ (7.21)
(7.21) implies that
ol my ¥ — my 2| > |lmozt — mo2hll, k€ Z_ (7.22)

hence for any k € Z holds

70y (o1 " = 2 M) = [y (F (%) = F( M) <
sup |52 e = 25401+ sup |52 e - 2540 <
(Sgg %y + a sup % ) Iy (217" = 23 )| < Bullmy (7% = 239)].
For iterates of f we obtain
70y (21 = z2)|| = [lmy (f* (21°) = P M) < BYllmy (27F — 22°) | < 280R
Passing to the limit k¥ — oo we obtain ||m, (21 — 22)| = 0, and since Q,(z1 —

z9) > 0 we get 21 = z5.

This proves the cone condition for W and implies also that 7y is a home-
omorphism between W< and A x B, (0, R).

The condition 7, (W) C intB,(0, R) follows immediately from Lemma 34
and the following obvious fact: f(W<) N D = WeH,
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Now we will show that for any ¢ € W€ there exists a unique p € W<
such that f(p) = ¢. Since f(W™)N D = W we see that such p € W
exists. To prove the uniqueness assume that exist pi;,ps € W€, such that
p1 # po and f(p1) = f(p2). From the backward cone condition it follows that
Qv(p1 — p2) > 0, but this contradicts the cone condition for We¥.

Now we turn to the estimation of the Lipschitz constant for my fﬁ,lcu.

Let b: A x B,(0,R) — D be the center horizontal disk such that

Wer = {b(0) | 0 € A x B,(0,R)}

Let g : W — A x R* given by g(0) = mo f(b(9)).
From Lemma 36 we know that if ||#; — 02| < 2Rj, then

19(61) = g(02)I| = null61 — b2, (7.23)

from this we would like to argue that

161 — 02| > mullg™" (1) — g~ (62)]]. (7.24)

The only issue here is: whether 6#; and 65 are close enough to be contained in
the same good chart.

From the definition of g it follows that for each 6; € A x intB, (0, R) and
r > 0, such that r < 2R, and B(61,7) C A x B,(0,R) (to make sure that we
are in the domain of f and in the good chart ) holds

m([Dg(B)]) > n. (7.25)

From this and Lemma 31 we obtain for each 6; € A x intB,(0,R) and r > 0,
such that » < 2R and B(6;,7) C A x B, (0, R) (to make sure that we are in
the domain of f) holds

B(g(0h),r1) C g(B(61,71/m0)) (7.26)

Observe that (7.26) gives us immediately the Lipschitz constant for g—!

as follows. First of all B(g(61),7n,7) is expressed in some coordinates, which
may not be a good chart on A in its full domain. Therefore we require that
71 =17 < 2R,. Then by applying ¢! to (7.26) we obtain

g~ (B(g(61),1)) € B0y, 71/n0)- (7.27)

7.2.1 Convergence of graph transforms of center-horizontal
disks

To prove that W< is C' we will need to represent W< as the limit in C*
topology of graphs of smooth functions. Here we make the first step in this
direction.
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From the reasoning in the proof of Theorem 47 it follows immediately the
following estimate for two center horizontal disks in D satisfying the cone con-
dition bl, b2 o

G2 (b1) = Gen(b2) | < 28, R. (7.28)

Theorem 48 Let b any center horizontal disk in D satisfying the cone condi-
tion. Then G'(b) converges uniformly to Wev.

Proof: The uniform convergence follows immediately from (7.28). The limit
must be the fixed point of G.p, hence it must coincide with W<, ]

7.3 The center stable manifold

In this section we assume the standard assumptions defined in Section 7.1.
The goal of this section is to establish the existence of the center stable
manifold.

Lemma 49 For every (X, y) € A x B,(0, R) there exists a unique zcs(\,y) €
intB, (0, R), such that f*(\, x.s(\,y),y) € D fork € Z.

Proof: Let us fix (A, y) and consider b : B,(0,R) — D a horizontal disk in
D satisfying the cone condition given by b(z) = (A, z,y). From Lemma 42 we
obtain a sequence of horizontal disks b;11 = Gp(b), which implies that for any
k € Z, there exists z, € intB, (0, R) such that

i\ zp,y)eD, i=0,...,k. (7.29)
Using the compactness of B, (0, R) we can find z.,, such that
fi\ze,y) €D, i €Ly, (7.30)

The forward cone condition implies the uniqueness of z.s. For the proof assume
that there exists x1, such that

i\ z,y)eD, ic€Z,. (7.31)

Then from the forward cone condition it follows that for ¢ € Z
Qn(f* (N 21,y) = F1(A\ @es, ) > 0, (7.32)
7 (f* (N 21, 9) = 1N 2es, )| = [z — @es|] — 00 (7.33)
but |7 (fi(\ z1,y) — fA(\, Tes,y))|| is bounded by 2R. Hence z., cannot be
different from ;. 1

Theorem 50 Let x.s be the function from Lemma 49. Then
W ={(\,2es(N\9),9) | (N, y) € A x Bs(0,R)}. (7.34)

Moreover, W< is a center vertical disk in D satisfying the cone condition and
such that -
m, W C intB,(0, R). (7.35)
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Proof: We will show that W satisfies the cone condition: if z; # 2o, 21,29 €
Wes and ||maz1 — mazze|| < 2Ra, then

Qn(z1 — 22) < 0. (7.36)
Assume the contrary, i.e.
Qh(zl — ZQ) > 0. (737)
Then from the forward cone condition it follows that for ¢ € Z
Qn(f'(z1) = f'(22) >0, (7.38)
172 (f*(21) = f*(22)) | 2 mh 7221 — To2a|| — 00 (7.39)

but || (f(21) — f(22)|| is bounded by 2R. Hence we obtained a contradiction.
This establishes the cone condition for Wes.
Observe that the continuity of x., is implied by the cone condition.
Condition (7.35) is an immediate consequence of Lemma 34. ]

7.3.1 W< as the limit of graphs of functions

To prove that We is C'' we will need to represent W¢ as the limit in C!
topology of graphs of smooth functions. Here we make the first step in this
direction.

For any k € Z and (\,y) € A x B,(0, R) we consider the following problem

TP (N z,y) =0 (7.40)
under the constraint
fi\zy)eD. i=0,1,....k (7.41)

From Lemma 42 it follows immediately that this problem has a unique so-
lution zx (A, y) which is as smooth as f.

Lemma 51 Let dy : A x B4(0,R) — D be a center vertical disk in D given by

dk()‘a y) = (>\’ xk(Aa y)7 y)
Then dy; satisfies the cone condition (as a center vertical disk) and sequence
dy, converges uniformly to We.

Proof: We have to prove that if [[A\; — X2| < 2Ra, then Qp(di(A1,y1) —
di,(A2,92)) < 0. We will argue by the contradiction. Assume that Qp (dg (A1, y1)—
di(M\2,y2)) > 0. Then from (7.41) and the forward cone condition it follows that
fori=0,1,...,% holds

Qn(f (dr(M,11)) = [ (dr(A2, 12)) > 0,(7.42)
17 (F* (die (A1, 1)) = F1(dr(A2, y2))I| = mplldk(Aa, y1) — di(Xz, y2)|| — 00(7.43)

but ||dg (A1, 1) — di(A2, y2)|| is bounded by 2R. Hence we obtained a contradic-
tion. This establishes the cone condition for d.
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To prove the uniform convergence of dj we show the Cauchy condition for
this sequence. Let k,j € Z;. We have Qn(dr+; (N, y) — dit5(A,y)) > 0. Then
from (7.41) and the forward cone condition it follows that for ¢ = 0,1,...,k
holds

Qn(f'(de(Ny)) = f(dirj (N y) 20, (T.44)
172 (f (kN ) = £ (s D)) = i lldi(Ns y) — dies (X 9)-

(7.45)
Since || (£*(de(\ ) — F(drs5 (0 9))]| < 2R we obtain
ldi(Ay) — dies A\ 9)| < f]—R (7.46)
h

This proves the uniform convergence of di to some disk d. Observe that |d| =
Wes, because for each (A, y) € A x Bs(0,R) d(X,y) = limy_, 0 d (A, y) and

fidpy(\y) eD, i=0,..., k. (7.47)

Let us fix i in (7.47) and pass to the limit with k. We obtain that for all i € Z,
f1(d(Ay)) € D.
1

7.4 Invariant manifold

In this section we assume the standard assumptions defined in Section 7.1.
The goal of this section is to prove that the invariant manifold exists, later
we will show its normally hyperbolic behavior.

Theorem 52 There exists x : A — intD, such that mx(x(\)) = \ and A =
{x(A) [ A e A}

A satisfies the following set of cone conditions: if |A\1 — A2|| < 2Ry, then

1+a? 12
Irox30) =m0l < (g ™7) I =l

1+ a? 12
) = il < () Il
vh

The intersection of W and W along A is cone transversal.
Proof: Let us fix \g € A. We will show that there exists p € D, such that
wenwen{ze D, mx= X} ={p} (7.48)

Let b(A,z) = (A, z,yeu (A, z)) be the center horizontal disk in D satisfying the
cone condition representing We and let g(A, x) = (A, 2, yeu (A, 2)) be the center
vertical disk in D satisfying the cone condition representing We. Since A = Ay
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is fixed we will drop it as an argument in b and g. We see that 7, )b and 7, g
are horizontal and vertical disks in an h-set B, (0, R) x B4(0, R) endowed with
a natural structure, respectively. Bt Thm. 11 these disks intersect, i.e. there
exists (wo,yo) such that 7, ,)b(Xo, o) = T(x)9( N> Yo)-

To prove the uniqueness let us assume that {p1,p2} € W NWe N {z €
D, m = X\o}. Then from the cone conditions for W and W it follows that

Qn(pr —p2) <0, Qu(p1 —p2) 0. (7.49)

Since map1 = mAp2 = Ag, then from Lemma 33 it follows that p; = ps.
We define x(A\g) = p, where p is the unique point satisfying (7.48). Observe

that from Theorems 47 and 50 it follows that 7, ,)(x(A)) € int(B4(0, R) x
B,(0,R)).

The cone transversality follows from the case T2 in Lemma 32.

Now we estimate the Lipschitz constant for x = (. ,)Xx. Assume that A\; —
A2| < 2Rj. Let us denote by (24, ¥i) = T(z,y)(x(Ni)) for i = 1,2. From the cone
conditions for W and W we have

—Y1 — Y2 Qp||T1 — T2f|” = [|[AL — A2, .
| 1>+ o 12 < A = 2e? (7.50)
—[lzy = @2ll* + alllyr — yall® < 1A — A2 (7.51)
= (MmN - (sl N
Let us denote by = (HM*&H) LY = (”)\17/\2”) . Then (7.50, 7.51) is equiv-
alent to
~ 2~
—g+a,t <1,
—E+ oy <1,

which gives the following inequalities

1+
aj

IS

arr—1<j< (7.52)
System of inequalities (7.52) defines a set S on the plane (Z,%). We would like
to find (L, Ly) € R%, such that for all (Z,3) € S, holds & < L, and § < Ly,
Such (L, L,) exist and are given by

1+ a2 1+aj
= L, = —". 7.53
Y aZa? -1 (7.53)

xr 2 2_ )
azay —1

Observe that the denominator a2a? — 1 due to condition (6.34).
Hence we proved that

14+a2 \'° 1+a2 \Y?
sl < (=% )y A < (=% ) A —a
o=l < (e ™7) Il Dl < () Ia—ul
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7.5 Unstable fibers

In this section we assume the standard assumptions defined in Section 7.1.

The goal of this section is to establish the existence of the foliation of W<*
into unstable fibers W' for ¢ € W.

In this section § = (A, y).

From Theorem 47 it follows that fﬁ/vlcu : W — W is a Lipschitz func-
tion. In this section we will drop the subscript and just write f~!(g) instead of
f‘;Vlw (¢), because the argument will be always from W<,

For ¢ € D we define h, is a horizontal disk in D satisfying the cone condition
by hy(z) = (mrq, T, Tyq).

Let ¢ € We*. Consider a sequence of horizonal disks in D satisfying cone
condition

dig = Ghi (hy—r(y))- (7.54)
Lemma 53 If f/(z;) € Q/ (f7(q)), i=1,2 and j = 0,1,...,k and
Qn(f*(=1) = F(z2)) <0, (7.55)
then
Imo(F (1) — £ ()]l < ARan (fh)k (7.56)
I74(1) — ()l < AR(an + 1) (f’l)k (7.57)

Proof: Our assumption f7(z;) € Qf (f(q)), i =1,2 and j = 0,1,...,k implies
that f7(z1), f/(z2) are both contained in good charts for j = 0,1,...,k — 1.
Therefore from Lemma 41 it follows that

lme (F*(21) = fE(22))l < BRlImo(z1 — 22)]|- (7.58)

We estimate ||mg(z1 — 22)|| using the expansion in the z-direction. We have
fori=1,2

2R > ||mo (f*(2i) = FH@)l 2 mwllma (F5 71 (i) = £ Ha)) | 2 mlime (2 — @)l

hence we obtain
2R

I72(zi — @)l < —- (7.59)
Ui
Since z; € Q; (q) we get
ZROzh
Imo(zi — @)l < ——
h
From the triangle inequality we obtain
4Rah
Imo (21 — 22) | < llmo(21 — @I + [I7a (22 — @) < o (7.60)
h
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By combining the above inequality with (7.58) we obtain

Br\"
Imo(7*(z1) — £5(22))]| < 4Raw, (nh> .

Since Qn(f*(21) — f*(22)) < 0, from the above inequality we obtain

k
1751 — )]l < A0+ 1an) Ray (ih) |

Lemma 54 dy , converge uniformly to a horizontal disk dy. d, satisfies the
cone condition and {d,(r) | z € B,(0,R)} = W'

Proof:
Observe first that from the definition of graph transform it follows that for
each k € Z4 and for each = € B, (0, R) the point dj 4(z) has a backward orbit

of length k 4+ 1, z; for i =0, —1,..., —k such that
20 =dpg, f(zi)=zip1 i=—k~k+1,...,-1
Qu(zi — f(q)) >0, i=—k,~k+1,...,—1,0.

Let us fix * € B,(0,R). Let k,j be positive integers. From the above
observation we can find (define) z; and z as follows. Let z; be such that
fi(z1) € QF (F7%*(q)) for i = 0,1,...,k and f¥(21) = dyx(z), analogously 2o
be such that fi(z2) € Qi (f~%+%(q)) for i = 0,1,...,k and f¥(22) = dgx+;(7).

Observe that Qn (£ (22) — F(21)) = — 7o (£¥(22) — f* (DI = —|| £ (z2) —
fE(21)]|?. Assume that f*(z2) # f*(21), then from Lemma 53 applied to 21, 22
and f~*(q) it follows that

k
ldia(2) — dissg(@)]] = 170 (2) — i a(2))]] < 4Rarn (fjh) (761

Therefore we have a Cauchy sequence. Let us denote the limit by d,.

We show that for all z € B, (0, R) d,(x) € W. We need to construct a
full backward orbit through dq(z). Let us consider backward orbits through
dq () of length k+ 1. From Lemma 53 it follows that they converge pointwise
to fullbackward orbit through d,(z). Therefore d,(z) € W for z € B, (0, R).

From this it follows that f~%(g) is well defined for all k € Z .

From this reasoning it follows also that

Gn(ds-1(q)) = dq- (7.62)
By passing to the limit in the cone condition for disks dj, , we obtain

Qn(dg(21) = dy(22)) > 0, (7.63)
Qn(f (dg(2)) = F*(q) > 0. (7.64)
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In both cases we need strong inequalites.

Let us first deal with (7.63). From (7.62) it follows that for any z;,xs €
Bu(0,R), z1 # x3 there exists p1,p2 € Bu(0,R) such that f(ds-1(pi)) =
dg(x;) , i = 1,2. Since by (7.63) we have Qpn(ds-1(q)(p1) — dj-1(¢)(p2)) > 0,
then from the forward cone condition we obtain that Qp(d,(x1) — dy(x2)) > 0.

The case of (7.64) is analogous. Assume dy(z) # ¢. Then since by (7.64)
holds Qp,(f~*=1(dy(z))— f~%71(g)) > 0, then the forward cone condition implies
that Qn(f~*(dy(x)) — () > 0.

This shows that {d,(z) | € B.(0, R)} C W

For the other direction let us consider z € W, such that f=*(z) € Qp, +
(f~*(q)) for all k € Z,. Let = 7m,2. We will show that z = d,(z).

Assume the contrary, then from Lemma 53 it follows for any & holds

k
Iz — dy(@)]] = [Ime = — da(2))]] < 4Rov, (5’1) S0, h o

Th
Therefore z = d,(z). 1

For (q,z) € W x B, (0, R) we define a function d*(q,z) = d,(z) € W,
where d, is the function defined in Lemma 54.

Lemma 55 d“: W x B, (0, R) — W is continuous.

Proof: Assume that lim, o0 (¢n, Zn) = (¢, Z). Due to the compactness of D we
can also assume that d“(gn,xn) — p.

We have to show that d“(g, z) = p.

From the definition of W' it follows that for n,k € Z4 holds

Qn(f*(d"(gnsyn)) — £ (qn)) > 0. (7.65)

Passing to the limit for n — oo we obtain for k € Z

Qu(f ") = fM@) = 0. (7.66)

The forward cone condition implies that if Qn(f~*(p) — f~%(q)) = 0, then
Qun(f~* D (p) — f~*+1 (7)) < 0. This forces all inequalities in (7.66) to be
strong.

Therefore p = d“(q, T).

Lemma 56 Let g € W. Then the intersection W' N W consists of a single
point and is cone transversal.
The intersection W ' (VA consists of a single point.

Proof:
Let d* be as in Lemma 55 and x.s be as in Theorem 50.



86 CHAPTER 7. NHIM AS LIPSCHITZ MANIFOLDS

Let us fix ¢ € W Let an open set U C A be such that m4(Q} (¢)) C U,
U is contained in good chart. We want to show that we can find (\,y) €
intU x B4(0, R) and = € intB,,(0, R) such that

(A zes(A,y),y) = d*(q, ) (7.67)
Since we are good chart we can rewrite this equation as
Fy,2) = (A zes(Asy),y) — d*(g,x) = 0. (7.68)

We consider this equation for (\,y,7) € U x B,(0, R) x B,(0, R). We want to
show that the local Brouwer degree deg(F,intU x B4(0, R) x B,(0, R),0) # 0,
this implies the existence of solution.

First we show that for (\,y, ) € OU x B,(0, R)x B, (0, R) we have F(\,y, ) #
0, hence the local Brouwer degree is defined.

For the proof we consider three cases: A\ € U, y € 09B4(0,R) and = €
xdom. Let A\ € OU. In this situation we know for any x € B, (0, R) holds
mA(d"(q, 7)) € TA(Q} (¢)) C U, hence my\F(\,y,z) # 0.

Let y € 0B4(0, R), we have m,d"(q, z) C intB4(0, R), hence 7, F(\, y, x) # 0.

If + € 0B,(0,R), we have |z.s(\,y)] < R and m.d“(q,z) = z, hence
7. F (X, y,7) # 0. This shows that deg(F,intU x Bs(0, R) x B,(0,R),0) # 0 is
defined.

Let us define a homotopy G¢(\, y, z) = (1—t)F(X, y, )+t((\, 0,y)—(mrq, z, Tyq))
for ¢t € [0,1]. The same argument which worked for F', shows that for any point
2z € OU x B4(0,R) x B,(0,R) we have F(z) # 0 works also for G;. Hence
deg(F,intU x B4(0, R) x B,(0, R),0) = deg(G1,intU x B,(0, R) x B,(0, R),0).
For t = 1 equation (7.68) becomes

(Aa 07 y) - (7T)\q, xZ, TyQ) =0. (769)

The solution is given by A = myq, y = m,q, * = 0 and belongs to intU x
B,(0,R) x B,(0, R), therefore since the system (7.69) is linear, it has nonzero
degree. Therefore deg(F,intU x B,(0, R) x B, (0, R),0) # 0, This clearly has a
nonzero degree, hence (7.68) has a solution.

The solution is unique, because if q1,q2 € W' N W<, then ¢; and g2 must
be contained in a common good chart, hence the cone condition for W< and
W, apply and we have, respectively,

Qn(gr —q2) <0, Qn(q1 —gq2) >0, (7.70)

which is a contradiction.

In fact the cones for W and W' are separated, as we have a possibility
to change «j, within our assumptions. The cone transversality follows from the
case T1 in Lemma 32.

Since A N Wi cwenwe cweniwe = A we see that AN W,' contains
exactly one point.

1
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Lemma 57 If z € WY, then ||f~*(z) — f~*(q)|| < 2R(1 + an)ny * fork € Zy.
Proof: Since f~%(2) € QF(f~*(q)) for k € Z,, from the forward cone condition

we obtain
172 (2 = )l = mallma(F7H(2) = fFH @) =
Mllma(f72(2) = @) > - = mjllma (F75(2) = F75(a))l
Since ||m4(z — ¢)|| < 2R we obtain
e (f 75 (2) = £~ (a))Il < 2Rn;, " (7.71)
Since in f~%(2) € Q; (f~*(q)) we get the following estimate

1F75(2) = @) < A+ an)llma(f75(2) = F5 (@) < 2R + an),
|

Lemma 58 If z,q € W and there exists C > 0 and v > np, such that
1F4(2) — FH(@)l| < Ov* for k € Z, then 2 € Wy

Proof: We will reason by the contradiction.

There exists ko such that f=%(z) and f~%(q) are in good charts for k > k.
Let kg be the smallest number with this property. Observe that it must be that
ko =0 or

Qn(f " (2) = f*(q)) < 0. (7.72)
Indeed if Qp(f ko (2) — f~Fo(q )) >0 and ko > 0, then from the forward cone
condition it follows that Q,(f~(Fo=1 () — f~(ko— 1)( )) > 0, which implies that
f=Wo=1(z), f~(Ro=1)(4) belong to the same good chart.

In the case of ko = 0, since z ¢ W;‘ it follows that there exists k1, such that

Qu(f M (z) = " (a)) <0. (7.73)
Now in both cases we are in the following situation, there exist k; > 0, such
that for all & > ki the pair f~*(2), f~*(q) is contained in some good chart for
all k > ki and (7.73).
From the forward cone condition it follows that

Qu(f () = fMa) <0, k> k. (7.79)
The above condition and Lemma 41 it follows that for any j > 0 holds

HWQ (f—(k1+j)(z) _ ki) (g )H > = HWG FR () - ()

, JEZ4.
Therefore for j € Z we have

C > At || p=Uata) () - ff<k1+j)(q)H > pfatd Hffwlﬂ')(z) _ ff<k1+j>(q)H >

7
ik <g’;> o (F 7 (2) = 1 (@)]| = 00, § — o

Therefore we obtained the contradiction, hence z € W'.
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7.6 Stable fibers

In this section we assume the standard assumptions defined in Section 7.1.
The goal of this section is to establish the existence of the foliation of W*°*
into unstable fibers W' for ¢ € W*.
In this section 0 = (\, z).

7.6.1 Local covering relations along the trajectory

Let N((0,y),71,72) = (0,9) + Bm+u(0,71) x Bs(0,72) an h-set with a natural
structure.

Lemma 59 Let v < 1 be such that B, < v < 1n,. For any z = (0,y) € int D
and r > 0, such that f(z) € D, N(z,r,r/ay) C D, mAN(z,r,7/0) is contained
i a good chart,

holds

N(z,7,7/an) =5 N(f(2),yr,r/a) (7.75)

Proof:
First let us notice that N(f(2),yr,yr/a,) is contained in a good chart.
Observe first that

Vg € N(z,7,7/a,)™ Qu(q—2)>0. (7.76)

To establish the covering relation we need to define a homotopy satisfying
the entry and exit conditions, which at the end will have a affine map depending
only on the 'unstable’ variable.

In this proof our homotopy will be split in three parts. The first part will
be a contraction in the domain, so the value will depend only on the 'unstable’
variable. The second one will make the map flat and the third one will end with
an affine map.

The first homotopy is given by H(t,0,y) = f(z+ (0,(1 — t)y)). Observe
that the homotopy is really a deformation retraction in the domain of f on to
the center-unstable direction, i.e. By, 1,(0,7), preserving the set N(z,7,7/a,)~,
composed with the map itself. From this it follows that it is enough to verify
the exit and entry conditions for H, it is enough to do it for the map f, only.
Hence we need to verify

F(N(z,7,7/aw) ") AN (f(2),yr, 77 /o) = 0 (7.77)
N(f(2),yr,yr/an)t O f(N(z,mr/ay)) =0 (7.78)

For the proof of the exit condition (7.77) let us take a point from N (z,r,r/a,)~
given by 2 + (0, y), where [0 =7 and |ly|| < ;~. We have

dfo

Imo(f (= + (6, 9)) — £ = (m ([%J;@D .

Oy

>~r>nvr>7r.
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For the proof of the entry condition (7.78) we consider two cases. Either we

have Qy(6,y) =2 0 (o lyll > 10]) or Qu(0,y) <0 (awllyll <[6]).
Consider first the case Q,(6,y) < 0. From Lemma 36 it follows that

Qu(f(z+(0,y)) — f(2)) <0, (7.79)

hence it does not intersect N(f(z),vyr,yr/a,)", due to (7.76).
Now we assume that @,(6,y) > 0. We have

af, of
Iy (£ + (0.9) — £ < H ! -||y||+HB; E
Ofy 3fy afy 8fy r
(| Iyl < D) Z<pt<al
This shows the entry condition (7.78).
Observe that at the end of the homotopy H we have the map
Hy(0,y) = f(z+(0,0)). (7.80)

We define now the second homotopy, which makes H; ’flat’. We set

K(t,0,y) = (1 =t)f(z +(0,0)) + t (fo(z + (6,0), £(2))) - (7.81)

Since H; satisfies the exit condition (7.77), then the same holds for K; because
oK (¢, 0, y) = mpH (0, y)
Regarding the entry condition (7.78) we consider two cases. If mgK;(0,y) ¢
By (maf(z),77), then there is nothing to prove. In the other case: moK;(6,y) €
Bi(mf(2),vyr) from previous estimates it follows that m, K;(0,y) € Bs(fy(2),y7/aw).
We have
K1(0,) = (fol= + (0,0)), £,(2)). (7.82)

We will homotope this map further to obtain the affine map as required at
the end of the homotopy for covering relations. Let us set

G(t.0) = (1=1) (o + (0.0). £y +1 (1) + () -00) ) . (759

The entry condition is satisfied, because 7,G;(8,y) = f,(z) for all ¢ € [0, 1]

and (0,y).
Now we establish the exit condition. We have
5]
7o (Gul6,) — £ = (1) [ 2Ly o 0par 0412022y g e
o 00 00
dfo
[%(N(z,r,r/av)) - 0.

Therefore, we obtain for (6,y) € N(z,r,r/a,)”

Imo (Ge(0,y) = f(2) | = nor > 7. (7.84)
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This proves the exit condition for the homotopy K.
At the end of our homotopy we have the following map

0,9) — f(2) + (38];0(2) '0,0> (7.85)

We know that m (%(z)) > 1, > 0, hence %(z) is an isomorphism. This
finishes the proof.

7.6.2 Existence and properties of W/

Lemma 60 There exists a constant C, such that:
if z,q€ D, z€ W;, then

1/5(a) = Il <CBy,  keZ)+ (7.86)
Proof: Since Q,(f*(q) — f*(2)) > 0 for k € Z, therefore we have
avllmy (f* (@) = FEDI = Imo(f*(a) = £ (I (7.87)

Using the above inequality we obtain

0
iz — @)l + ] oty

06
Oty
26

Iy (£(2) — F@)l < Hi)fy

(7

For iterates of f we obtain

lmy (£%(2) = FH @)l < Bsllmy (= = a)

lime(z = g)ll <

+

) Iy (2 = @)l < Bullmy (= — @)

and finally

IF75) = fF @l < @+ aw)llmy(f5(2) = @)l < B (L + aw)llmy (= = a)

Lemma 61 Let vy <1 be such that 5, <~ <mny. For any open set U C D and
such that U N W< CintD , there exists r > 0, such that for any z € U N W€
the following conditions are satisfied:

b N(fk(z)ﬂ’ykrvlykr/av) cD fOT' ke Z+

o fork € 7, the mgN(f*(2),v*r,v*r/a,) is contained in a good chart (could
be different for different k )
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Proof: For the first assertion observe that DN f(D)N f~Y(D) C A x B, (0, R—
d) x Bs(0, R — §) for some § > 0
The second assertion is easily obtained by taking sufficiently small 7. ]

The lemma below shows that our description of W, capture the classical
definition.

Lemma 62 If z,q € W and there exist constants 0 < p < min(1,n,) and
A >0, such that

1F5(2) = ()l < Ap¥, (7.88)
then z € qu.

Proof: Let us take p < v < min(1,7,). Let r = r(g,y) be as in Lemma 61.
Then there exists kg, such that

fH(z) e N(ff (@), v rv"r/ow), k> ko (7.89)

Let kg be minimal with this property.
If fko(z) = f*o(q), then our assertion hold as the consequence the backward
cone condition ( assumption BCC'). Therefore we assume that f5o(z) # f*o(q).
We show that Q,(f*(z) — f*(g)) > 0. Namely, if this is not the case then
Qu(f*(2) — f*(q)) < 0, then from Lemma 37 we obtain

7o (f**(2) — Rt (@)l = nflmaf*o(2) — mof™ (q)]| > 0. (7.90)
Observe that we also have
7o (f*F*(2) — frot*(g))|| <A™t (7.91)

But v < 1y, hence (7.90) and (7.91) are incompatible. We obtained a contra-
diction, therefore

Qu(f*(2) = f*(q)) > 0. (7.92)

From the backward cone condition (assumption BCC) it follows that
Qu(f*(2) = f*(@)) > 0,k < ko. (7.93)
Therefore kg = 0 and z € W ]

Lemmas 60 and 62 immediately imply the following characterization of W¢.

Theorem 63 Assume that z,q € W. Then z € W/ iff z,q are in the same
good chart and there exists A > 0 such that || f*(z) — f*(q)|| < ABF fork € Z,..

We will now proceed toward proving that W' is a vertical disk in D satisfying
the cone condition.

Theorem 64 Let v < 1 be such that 8, <y <mny, ¢ = (0,y) € (int D) N We*
and r > 0, such that N(f*(z),v*r,v*r/a,) C D and N(f*(2),v*r,v*r/a,) is
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contained in good chart (might be different for different k) for allk € Z (i.e. as
obtained in Lemma 61)
Let

Sq(v,r)={2€ D | f’“(z) € N(fk(q)ﬁkr, 'ykr/ozﬂ)7 keZ.}. (7.94)

Then W;NSy(v,7) is a vertical disk in N(q,r,7/cv,) satisfying cone condition
Qu(z1 — 22) > 0 for z1 # 2z2.

Proof: Let us fix ¢, r, 7v. Consider an infinite chain of covering relations

N(g,r,r/an) <5 N(f(q), v, ar/an) <5 N(f2(q),72r2r/ay) = (7.95)
=L N(f*(q), v*r,v*r /o) =L .

From Col. 4 it follows that for any y € B, (0, /v, ) there exists 0,(y) € By, (0,7)
such that

a+0s(y),m) € N(f" (@), v r.v*r/ow), k=0,1,2,.... (7.96)

Hence ¢+ (05(y),y) € W,. The uniqueness of 05(y) is a consequence of the cone
condition for W, which we will prove now.

We will reason by a contradiction. Assume that z1,22 € W7 N Sy(v,7) are
such that

Observe that for pairs of points realizing chain of covering relations (7.95) we
can apply Lemma 37 to obtain

I7e (£*(21) = F*(22))| = 15 I mo21 — moz2|| > 0. (7.98)

Observe that we also have

Imo(f* (1) = fF(z2))]| < 29 (7.99)

But v < n,, hence (7.98) and (7.99) are incompatible. We obtained a contra-
diction. I

Theorem 65 W, is a vertical disk in D satisfying cone condition Qy(z1—22) >
0 for z1,220 € W 21 # 23.

Proof: Let us observe that by Theorem 63 ¢ € W iff z € W7 and if ¢ € W}
and z € W, then ¢ € W}, therefore we can patch together local pieces of W7
obtained in Theorem 64, to obtain the horizontal disk in D 6, : B4(0, R) — D,
such that m,0,(y) = y and W7 = {0s(y) | y € Bs(0, R)}. It remains to show the
cone condition. We know that it holds locally.

The cone condition is equivalent to the following inequality

Im60s(y1) — ma0s(y2) || < awllyr — w2l|- (7.100)
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Now we know that (7.100) holds locally. Now if y;, # ye, then on the segment
[yb, ye] We can chose points yo = Yp, Y1, Y2, - - -, Yk = Ye, sSuch that to each pair
Yi, Yi+1 (7.100) applies. Therefore we have

k
a8 () — 700 (ye) | < S oty (i—1) — woba ()| <
=1
k
a0 Y lyimt = will = aullys — well
=1

Theorem 66 Let us denote S(q,y) the vertical disk equal to Wy .
Then the function S : W x B,(0, R) — W¢ is continuous.

Proof: Assume that lim,,_, oo (gn, yn) = (7, 7). Due to the compactness of D we
can also assume that S(gn,yn) — -

We have to show that S(q,7) = p.

From the definition of W it follows that for n, k € Z4 holds

Qv(fk(S(Qm Yn)) — fk(Qn)) > 0. (7.101)
Passing to the limit for n — co we obtain for k € Z
Qu(f*(p) — [*(@) = 0. (7.102)

The backward cone condition (in fact the local backward condition) implies that

if Qu(F4(p) — f*(@) = 0 and f(p) # F*(q). then Qu(f*+1(p) — F*1()) < 0.

This forces all inequalities in (7.102) to be strong as long f*(p) # f*(q).
Therefore p = S(q, §).

Theorem 67 Let g € W. Then the intersection W;NW " consists of a single
point and is cone transversal.
The intersection Wi N A consists of a single point.

Proof: Let yq, : A x B, (0, R) — intB4(0, R) be such that

W = {(\,2,ye) | (N, ) € A x B,(0, R)}. (7.103)

Let S : W< x B,(0,R) — D, be such that S(q,) is a vertical disk in D
satisfying the condition and representing W;.

Let us fix ¢ € W. Let an open set U C A be such that 7, (Q} (¢)) C U,

U is contained in good chart. We want to find (A\,z) € U x B,(0, R) and
y € B;(0, R) such that

A\ 2, Yeu(A @) = S(g, ) (7.104)
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Since we are all possible solutions are a good chart we can rewrite this equation
as
F\zy) =\ 2, 9N ) — S(q,y) =0 (7.105)

We consider equation (7.105) for (A, z,y) € U x B, (0, R) x B4(0, R). We will
use the local Brouwer degree deg(F,intU x B, (0, R) x B4(0, R),0) to show the
existence of a solution of (7.105).

First we show that for (\, z,y) € U x B, (0, R)x B,(0, R) we have F(\, x,y) #
0. This implies that the local Brouwer degree is defined.

For the proof we consider three cases: A € U, x € dxdom and y €
OBs(0,R). Let A € OU. In this situation we know for any z € B,(0,R)
holds 75 (S(gq, x)) € mA(QiF (q)) C U, hence mxF(\, x,y) # 0.

If x € 9B, (0, R) we have |7,S(q,y)| < R hence m,F(\, z,y) #0

Let y € 0B,(0, R), we have |yc,| < R and 7,S(q,y) = y, hence m, F(\, z,y) #
0. This implies that deg(F,intU x B, (0, R) x B(0, R),0) is defined.

Let us define a homotopy Gi¢(A\,z,y) = (1 — )F (N z,y) + (A, 2,0) —
(moq, mrq,y)) for t € [0,1]. The same argument which worked for F', shows
that for any point z € U x B, (0, R) x Bs(0, R) we have F(z) # 0 works also
for Gy. Hence deg(F,intU x B, (0, R) x B4(0, R),0) = deg(G1,intU x B, (0, R) x
B(0, R),0). For t = 1 equation (7.105) becomes

(A z,0) — (maq, m2q,y) = 0. (7.106)

The solution of (7.106) is given by A = m\q, * = 7,q, y = 0 and belongs to
intU x B,(0,R) x B4(0, R), therefore since the system (7.69) is linear, it has
nonzero degree. Therefore deg(F,intU x B, (0, R) x B4(0, R),0) # 0, hence also
(7.105) has the solution.

The solution is unique, because if q1,q2 € W; N W<, then ¢; and g2 must
be contained in a common good chart, hence the cone condition for W¢* and
W, apply and we have, respectively,

Qu(gr —q2) <0, Qu(q1 —q2) >0, (7.107)

which is a contradiction.

In fact the cones for W and W, are separated, as we have a possibility
to change o, within our assumptions. The cone transversality follows from the
case T1 in Lemma 32.

Since A N Ws CcWenWw; cWeenwe = A we see that AN W contains
exactly one point.

]

7.7 Holder dependence of W/ with respect to ¢

In this section we assume the standard assumptions defined in Section 7.1

We would like to show that W for ¢ € W satisfies the Holder condition
with respect to ¢. The same technique of the proof works for W'

In this section 0 = (\, z).
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Theorem 68 Let 0, : W€* XEL(O, R) — A, be a function such that for g € W€s
holds Wi = {(05(¢:¥),y) | y € Bs(0, R)}.

Then 0 satisfies Holder with respect to q with Hélder exponent independent
ofy and g € W*.

Proof: Let L be the Lipschitz constant for the map f (the maximum of Lips-
chitz constants over all good charts), if necessary we increase it to have L > 1.

Let ¢1,q2 € W,y € Z,. Let us consider points (05(qg:,y),y), i = 1,2. Since
Q.((0s(q1,y),y)— (0s(g2,9),y)) <0, then from Lemma 37 it follows immediately
that for any k € Z the following inequality holds

7o (05 (a1, ). ) — F*(Os(az, v), W) = m5 1105 (a1, y) — Os(az,y)]| - (7.108)

as long as 79 f*(0s(q1,v),v)), T f*(0s(q2,y),y)) belong to the same good chart
(maybe different good charts for different k).
The number of iterates for which (7.108) can be estimated as follows

L*(lg = g2l)) < A = A = 2Ra,, (7.109)

where A is the size of good chart over the whole A. Indeed, the distance between
mof*(q1) and maf*(ge) is estimated by LF||q1 — qa| to estimate mo(f*(q;) —

*(0s(q,y),y)) we use the fact that Q,(f*(q¢:) — f*(0s(qi,y),y)) > 0, which
gives an estimate on the difference by 2Rav,,.

Now we derive an upper bound for |7g(f*(0s(q1,%),v)) — *(0s(q2,v), v))|-
From Theorem 65 it follows that there exists a constant C' > 0, such that

7o (f*(0s(a1,9),9)) — F*(0s(q2, ), ) <

15 (0(q1, 1), 9)) — [*(0s(q2,9), v))|| <

15 (0(q19), ) — ()l + 1 F*¥ (1) = fF(a2) |l +
1/5(a2) = F* (s (g2, ), )l < CBY + LF|lar — ol +
CBy =2CB; + LF|lq1 — a2]|-

Combining the above estimates we obtain

v

k k
v L
I0-t01.9) = 0wl <20 (22) (L) - el

It should be stressed that (7.110) holds for given k only if (7.109) is satisfied.

Since 5—” < 1 it is easy to see that 65(g2,y) is uniformly continuous with
respect to (}, with constants independent from y.

Now we will show that 6,(-,y) satisfies the Holder condition, by which we
mean that there exist E, v > 0, k > 0 such that

10s(q1,y) —0s(q2,v)|| < Ellqn —q2l|”, Vy € Bs(0,R), |lg1 —gq2|| < & (7.110)

Our strategy is as follows. We fix § = ||¢g1 — ¢2|| and for each d we chose
an integer k = k(d) for which we evaluate (7.110) to check condition (7.110),
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for some constants F and -y, which will be determined during the procedure.
After this is accomplished we need to check that (7.109) is satisfied for § small
enough.

Let us fix y and let p(q) = 05(g,y). Our point of departure is (7.110), which
we rewrite as follows with C; = 1 and Cy = 2C

Io(@) - plaz )]l < Co (n) e (n) lar - aal (7.111)

Let us denote § = ||g1 — ¢2||. For any v and k € Z,
lp(a1) — plaz) | B\ L\*
lota) 01 < ¢, (22 g ven (£ o (r.112)
||Q1 - Q2H'Y v v

Observe that (7.110) holds if there exists constants E7, Fy such that for each
0 < § < k there exists k € Z, such that the following inequalities are satisfied

ﬁ k

Cs (n“> 57 < KB (7.113)
L k

Cy () ST < B, (7.114)
N

Let us fix values of Eq, Es, v to be specified later.

Let us fix § > 0. The strategy is as follows: first from (7.113) we compute
k and then we insert it to (7.114), which will give an inequality, which should
hold for any 0 < é < k, this will produce bound for ~.

From (7.113) we obtain

k —
By -
ﬂv El
Ui G _
kln <ﬁv> In z, vIno (7.115)

ko = (mgj - 'ylné) <ln (gz))_l (7.116)

Observe that kg can be very large for ¢ very small, from now on we assume that

0 is sufficiently small, such that kg > 0 (the size of § depends on v and Ej,

which will assigned the values later). We set k = k(d) = |ko + 1], where |z] is

the integer part of x € R. With this choice of k equation (7.113) is satisfied.
Now we work with (7.114). Since

() =G
Us Un]

Y

We set
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then (7.114) is satisfied if the following inequality is satisfied

-1
» L
InCy+ 1+ <lnC2 —’yln5> <1n (77)) In <> +(1—v)lno <lnEs.
El /BU T
After an rearrangement we obtain the following
L
In (7771;)
— p
In (E)

o (1 (45) (1)) ) (2)

Since 0 < § < K, then we need the coefficient on lhs in the last equation by In§
to be nonnegative, then we can take F; = C5 and FEs large enough for the right

hand side to be positive.

1 1 ln"L 0
— v >
y + n gv =z

(Ind) +(1-7v | <-InCy +

) n WL In EL
+ v —_ v
N N

In 5 In A
In Z—”

1= In BL

In v
By

It remains to verify (7.109) for k = k(5). We set v = —7-, By = Cs.
By
We rewrite (7.109) as

LFO§ < A, (7.117)
It is easy to see that it is enough to have
LFotls < A, (7.118)

where kg is given by (7.116). After substituting the values for v and E; we
obtain

Ino
ko = ———. (7.119)
In B3,
Condition (7.118) is equivalent to the following inequality
(ko +1)InL +1nd <InA. (7.120)
An easy computation shows that
Ind
(ko+1)InL+Ind=|1- LI InL+1nd =
nL
B

L InL —1n g,

(1_ 1) oL (M) 6+ InL.
IHE
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Therefore we end up with the following inequality

_lnﬁv X
[ — < .
(lnL—lnB,,)ln6+lnLlnA (7.121)

Since % > 0, we see that for § small enough (7.121) is satisfied. This

completes the proof. ]



Chapter 8

Smoothness

The goal of this chapter is to improve the results obtained so far and to show
that if f € C? then A, We%°s, W, are C" under some additional conditions.

8.1 Jet evolution

The goal of this section is to provide a tool, which will allows to prove the C*
smoothness of W<, Weu, W o,

Let z e R*, y € R® and M > 0.

The ’'unstable‘ and ‘stable’ jets are given by

Ju(z0, A, M) = {20 + (z, Az +y), |yl < M|z|*} (8.1)

where A : R* — R? is a linear map (a matrix).

Js(20, A, M) = {20+ (z + Ay,y), |y < M||} (8.2)
where A : R® — R" is a linear map (a matrix).
For § > 0 we define
Ju(z0, A, M,8) = Jy (20, A, M) N B(0, )
JS(Z()7A,M, 5) = J5(207A7M) QE(Q(S)

The above defined jets are devised to control the second derivatives of func-
tions. The following lemmas explain this relation.

Lemma 69 Assume that g : R* D dom(g) — R?® is a C? function. Let xg €
dom(g), M > ||D?g(xol||. Then there exists § > 0, such that

{(z,9(2)) | [z — ol <6} C Jul(wo, 9(w0)), Dg(x0), M/2). (8.3)

Proof: From the Taylor formula it follows that if || — zq|| < ¢ holds
lg(x) = g(a0) — Dg(zo)(z — o)|| < M|z — zol|* /2. (8.4)

99
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Therefore for ||z — z¢|| < § we have

(z,9(x)) = (20, g(w0)) + (x — 20, Dg(x0)(x — 70) + )
where y = g(x) — g(x0) — Dg(z0)(x — x¢) satisfies ||y|| < (M/2)||x — x0]|?.
Hence (8.3) is satisfied. 1

Lemma 70 Assume that g : R® D dom(g) — R" is a C? function. Let yo €
dom(g), ||D?g(yo|| < M. Then there exists § > 0, such that

{(g®)v) | ly —woll <6} N Je((9(v0),%0), Pg(wo),2/M) =0 (8.5)
Proof: From the Taylor formula it follows that if ||y — yo|| < § holds

lg(y) — g(yo) — Dg(yo)(y — vo)|l < Mlly — yoll*/2. (8.6)

Hence if we define = = g(y) — 9(30) — Dg(yo)(y — yo), then

2

27l < lly = woll*. (8.7)
This implies that point (g(y), ) does not belong to Js ((9(0), %), Dg(yo), )
'

The crucial property of J, and J; is that the above lemmas can be reversed
to give bounds on the second derivative.

Lemma 71 Assume that g : R* O dom(g) — R® is a C? function. Let xy €
dom(g) and assume that there exists § > 0, such that

{(z,9(2)) | llx — zoll <6} C Jul(20,9(w0)), Dg(0), M/2). (8.8)
Then || D*g(x0)|| < M.

Lemma 72 Assume that g : R® D dom(g) — R" is a C? function. Let yo €
dom(g) and assume that there exists § > 0, such that

{9, y) | ly = woll < 6} N Js((9(v0), y0), Dg(0),2/M) =0 (8.9)
Then || D*g(yol|| < M.
The proof of above lemmas is an easy consequence of the following fact.

Lemma 73 Let M € R be a fixed positive number.
Let U C R™ be an open set and let b : U — R be a C? function, which
satisfies for all p,p+h e U

|b(p + ) — b(p) — Db(p)h| < M|[h|*. (8.10)
Then

ID*b(p)l 2M

‘ 0%b ()‘
Op;0p; b

IN

(8.11)

IN

AM, peU, ij=1,...,n. (8.12)
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Proof: From the Taylor formula with an integral remainder it follows that for
any p,p+ h € U, such that [p,p+ h] C U holds

b(p + h) — b(p) — Db(p)h = /01(1 —t)D?b(p + th)(h, h)dt, (8.13)

where D2 f(2)(h,h) = 3, , 2L (2)h;hy.

gk Oyjyk

From (8.10) and (8.13) it follows that

/1(1 —t)D?b(p + th)(h, h)dt‘ < M]||n|)?. (8.14)
0

Let e € S™ and let h = se for s € [0,1]. From the continuity of D?b we have
1 1
/ (1 —t)D?b(p + th)(h, h)dt = 32/ (1 —t)D?b(p + tse)(e, e)dt
0 0
1
= [ (L= 0D%0) et + Pelpc. )
0
2

— %DQb(p)(e7 e) + s%e(p, e, 8),

where €(p,e,s) — 0 for s — 0 (for fixed p).
Therefore we obtain from (8.14)

2
%DZb(p)(ae) — s%le(p, e, s)| < Ms>.

After dividing by s? and passing to the limit s — 0 we obtain for all p € U and
eeS”
[D*b(p)(e, )] < 2M.

Second order partial derivatives of b can be obtained from D?b(p)(e, e) as follows.
Let {e;};=1,..n denote the canonical basis in R", then

0%b

Gy, ) = D) eires)

= % (D?b(p)(e; + €j, e + e;) — D?b(p) (e, e) — D*b(p)(ej, €5)) -

We end up with the following estimate

’ 02b

1
P < (2 2M + 2M + 2M) = 4M.
(.Mj()\ L )
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8.1.1 Motivation

We will discuss here heuristically the use of the unstable and stable jets on the
example of the hyperbolic fixed point. Let (x,y) are the unstable and stable
coordinates respectively.

Let bo(x) = (x,0) be the horizonal disk and let b; = Gi(by) be its graph
transforms. From the cone cone condition we know the functions El = myb;
satisfy Lipschitz condition with the constant L.

Now assume that there exists a constant M > 0, such that for any horizontal
disk satisfying the cone condition holds for some d > 0

F(Ju(b(wo), Db(20), M, 8)) C Ju(f(b(0)), DG(me f (b(x0))), M).  (8.15)

Then using the induction argument it follows the definition of the unstable jet
that
b + h) — b(x) — Db(a)h]| < M][h]? (8.16)

which due to Lemma 73 leads to bound for |[D2b||, which implies the equicon-
tinuity of Db;. Then we use the Ascoli Arzela lemma to obtain a sequence
converging uniformly together with their derivatives.

The stable jets will be applied to the functions that are solutions of equations
Ty fF (2 (y),y) =0 for k € Zy.

For simplicity we let us consider the case k = 1. We will show how we can
use the stable jet to give a bound for the second derivative of Dx;.

Observe that the vertical disk y — (z1(y),y) is mapped by f into the disk

y—(0,9).
Assume that there exist a constant M > 0 such that for some ¢ > 0 holds
f(Js((xl(yO)7 y0)7 Dxl(yo)a M7 5)) C Js(f($1(y0), yO))a 07 M) (817)

Let us observe that 7, f (21(yo), ¥o) = 0, hence m,z = 0 for z € Js(f(x1(v0),y0)),0, M)
is satisfied for z = f(z1(v0), yo)-

Therefore (x1(yo + h),y0 + h) ¢ Js((x1(y0),v0), Dx1(y0), M, §) for h suffi-
ciently small. This means that

M|z1(yo + h) = x(yo) — D1 (yo) || < ||h]|*.

Just as before this gives us bound for the second derivative of z;.
Our goal in the remainder of this chapter will to to formulate the conditions,
which will guarantee that (8.15) and (8.17) are satisfied for some M > 0.

8.1.2 Unstable jets

First let us state the local lemma in good coordinates.

Lemma 74 Let D = B(0,8p) C R* x R®. Assume that f : D — R* x R® is a
C? map, such that
Oty

f(0) =0, Z¥(0)=0. (8.18)
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Let C, B be positive constants, such that

ID?f(D)] < 2C, H%’; (O)H <B. (8.19)
Let
T Hafy H (8.20)
_ Ofs
A= (ax (0)) (8.21)
Assume that
A> 0, % <1 (8.22)

Then there exists M7 = M; (C B, 1/, )\—2), such that for any My < M there
exists 6 = §(M) < 0y such that

f(J.(0,0,M,0)) C Ju(0,0, M) (8.23)
M, is bounded for C, B 1/\ bounded and 45 < p < 1.

Proof: Let us introduce the following notations

Ofs
D11 = or (0)7 D12 = aivj;(o)a D22 = aiy(())v

then
f(z,y) = (D117 + D12y, Dagy) + ([lzlI” + lylI*)g(x, v), (8.24)

where [|g(z,y)|| < C
Let (z,y) € J, (O 0, M, ). Let (x1,y1) = f(x,y). We have

1]l = m(Du)llz]| = [ Dzl - Iyl = C(llz||* + ly]*) =
Mall = BM|Jz]* = Clla* (1 + M2[|z]?)
It is easy to see that for ||z|| small enough our lower bound for ||z || is positive.
lysll < D2zl - 1yl + CCllal® + llyl*) < 2l*(Mp+ C(1+ M?||z]|))
Hence for |z|| < (1/M)*** with a > 0 holds
sl ] (Mp + C(A + M?|[z]?))
2l = (A2 = BM |22 = Cllal|2(1 + M2 1z]2))*
pt (L4 M2|z]?)
(A= BM ||| = Cll||(L + M?2|z]2))*
o pt (1 M2
A2 (1= B/(AM®) — C(1 + 1/M2) /(AM+e))?

It is easy to see that be taking M > M; large enough we obtain our assertion. 1

Now we want to formulate a general theorem about the propagation of the
unstable jets.
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Theorem 75 Let D = B(q,dp) C R* x R®. Assume that f : D — R* x R® is
a C? map. Assume that

{Df(¢)(z,Apzx) | z € R"} C {(z, A1z) | z € R"}. (8.25)

Let C, B and L be positive constants, such that

ol <e |%w|<n jalsio jalsco )
Let
- |- 00| (8:27
v = (P ). (3.28)
Assume that
A> 0, % <1 (8.29)

Then there exists My = M, (C,B,L, 1/, %), such that for any M > M,
there exists § = 6(M) < &g such that

f(Julg, Ao, M, 6)) C Ju(f(q), A1, M) (8.30)

M, is bounded for C, B, L, 1/\ bounded and 45 < p < 1.

Proof: We would like to change the coordinates around g and § = f(q), so that
the map f in these coordinates will be like in the assumptions of Lemma 74.
Let us denote ¢ = (x4, y,) and § = (x4, yg)-
Let (z0,y0) be the new coordinates in the neighborhood of g given by ® .,

r = x4+ o,

= yq+ Aoxo + Yo
The inverse transformation is ®4 ..,
Ty = T — I,
Yo = Y—yq— Ao(r —xz4)
Analogously (1, y:1) be coordinates around f(g) given by @y -, -

= xq"i"rlv

= y,+Azi+n
The inverse transformation is ® ¢ .-,

T1 = T — I,

o= y—yg— Az —xg)
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Now let f(xo,%0) = Ps(q),2—2 (f(Pg,z0—2(T0,%0))), i.e. we express f in new
coordinates.

Observe that in coordinates (zg,yo) the set J,(q, Ag, M) is just J,,(0,0, M),
ie. @g .z (Julq, Ao, M)) = J, (0,0, M). Analogously, @ ¢(q) .z, (Ju(f(q), A1, M)) =
J.(0,0, M).

Obviously

fo)y=o. (8.31)

Now we compute the derivative of f . We have

Df(o):{ I 0}{Df11 Dfu}.{f ﬂ:[pfu Dfu}’

A I Dfa1 Dfa Ay Dfar Dfay
where

Dfll = Dfi1+ Dfi24o,

Dfia = Dfio

Dfyn = —AiDfi1+ Dfor + (—A1D fi2 + D fa2) Ao

Dfsy = —A1Dfia+ D fo.

Observe that from our assumption (8.25) follows that
Dfa =0. (8.32)

This is obvious if one thinks about the interpretation of coordinates (xg, yo) and

(z1,y1). Assumption (8.25) states that hyperplane yo = 0 is mapped by D f into

the hyperplane y; = 0. Now we will confirm this by the formal computation.
We have

Df(q)(x, Aox) = (D firz + D fiz Aoz, D forx + D fa Ao).
Condition (8.25) implies that
A1 (D fi11x + Df12Agz) = Dforx + D for Agx Vr € RY. (8.33)
We can drop z to obtain
D f11Ao + D fi1a = A1(D fa140 + D fa2 Ao). (8.34)

Hence indeed (8.32) holds.
Now we apply Lemma 74. To do this observe that

|ID®. || < 1+4+1L,
1Dl < ID*fla+ L)
Ofs g _ O

8y( ) = 9y (),



106 CHAPTER 8. SMOOTHNESS

Observe that under the assumptions of Theorem 75 matrix Ay in (8.25) is
uniquely determined. Namely, for any x € R* we have for some x;

Df(q)(z, Aox) = (D fuiz + D fi2Aox, D forx + D fao Agz) = (21, A121).
From (8.29) it follows that the matrix D f1; + D f12Ag is invertible, hence

Ay = (Dfnz + DfazAg) (Dfir + Df1aAg) " (8.35)

8.1.3 Stable jets

First let us state the local lemma in good coordinates.

Lemma 76 Let D = B(0,8) C R* x R®. Assume that f : D — R* x R® is a
C? map, such that
0fs

f(0)=0, ay (0) = 0. (8.36)
Let C, B be positive constants, such that
2 afy
ID*F(D)]l <26, |5 2(0))| < B. (8.37)
Let
‘Ph H (8.38)
Ofz
A= (mﬂw (8.39)
Assume that
12
A>0, 3 < 1. (8.40)

Then there exists My = Moy (C B,1/\ & ) > 0, such that for any M < M
there exists § = 6(M) < dg such that

F(J5(0,0, M, 8)) C J5(0,0, M). (8.41)

Moreover, if for some K >0 and p < 1 holds C,B,1/X € [0, K| and “TZ < p,
then My > €(K, p) > 0.

Proof: Let us introduce the following notations

Ofs 0
Dy = afj;(o), Dy = ajz} (0), Dy =

afy

0.

then
f(z,y) = (D112, D1z + Daoy) + (||z[1* + lyl*)g(z, ), (8.42)
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where ||g(z,y)|| < C.
Let (z,y) € Js(0,0, M, ). Let (x1,41) = f(x,y). We have

lz1ll > m(Du)lz] = Clz* + yl*) = Mzl = 2l|C(ll]l + M) =
[zl (A = C(llz[l + M))

It is easy to see that for ||z| and M small enough our lower bound for ||x;]| is
positive.

lyall - < [[Danll -l + (122 - llyll + CClll* + ly]*) <
B - |lz|| + pM'2 (2|2 + ||| C(ll2]| + M) =

2\ /2
M2 <u+ (%) @+ce +M>>> .

Therefore we obtain for ||z| < M?

EA ’
e (e (B @ e+ )
<
lzafl A= C([Jx]| + M) -
. 1/2 2
y (3= + (3" (B+C(? + 1))
1-C(M?2+M)/\
It is easy to see by taking M < M, small enough we obtain our assertion. ]

Now we want to formulate a general theorem about the propagation of stable
jets.

Theorem 77 Let D = B(q,dp) C R* x R®. Assume that f : D — R* x R® is
a C? map.
Assume that

{Df(9)(Aoy,y) | y € R*} C {(Ary,y) | y € R*}. (8.43)

Let C, B and L be positive constants, such that

o <2e. [P <m <z gz s
Let

_ Hafy (q)AOH (8.45)

A= (%f()_m%];’(q)). (8.46)

Assume that )
A>0, “7 <1 (8.47)
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Then there exists My = My (C,B,L7 1/, %) > 0, such that for any M <
My there exists 6 = §(M) < 0y such that
f(Js(q, Ao, M, 6)) C Jo(f(q), Ax, M) (8.48)
Moreover, if for some K > 0 and p < 1 holds C,B,1/\,L € [0, K] and
% < p, then My > e(K, p) > 0.
Proof: We would like to change the coordinates around g and § = f(q), so that

the map f in these coordinates will be like in the assumptions of Lemma 76.
Let us denote ¢ = (x4, y,) and § = (x4, yg7)-
Let (20, yo0) be the new coordinates in the neighborhood of ¢ given by ®4 .,
r = xq+ AoYo + 2o,
Y = Yqgt+Yo

The inverse transformation is ®4 .,

rg = x—x4— Ao(y—Yq),
Yo = Y—Yq
Analogously (z1,y1) be coordinates around § given by Drig),z1—2
r = zg+ Ay + a1,
Yy = Yt
The inverse transformation is Drig)zom

r1 = xz—x5— A(y—yq),
Y= Y—UYg

Now let f(20,%0) = P(q),z—2 (f(Pg,z0—2(T0,%0))), i.e. We express f in new
coordinates.

Observe that in coordinates (zg, yo) the set Js(q, Ag, M) is just Js(0,0, M),
ie. @4 .2 (Js(q, Ao, M)) = Js(0,0, M). Analogously, @) .-z, (Js(f(q), A1, M)) =
J5(0,0, M).

Obviously

f(0)y=o. (8.49)

Now we compute the derivative of f . We have

iy | L —Air | | Dfin Dfie | | I Ao | _ Dfn Dfm
vro={y 7 [ [oh o] o 7)1 o oi]
where
Dfii = Dfi1— AiDfor,
Dfu = Dfi1Ao— A1 Dfo1 Ao+ Dfia — A1 D for

Dfyy = Dfxn
Dfsy = Dfo1Ag+ D for.



8.2. SMOOTHNESS OF THE CENTER-UNSTABLE MANIFOLD AND UNSTABLE FIBERS109

Observe that from our assumption (8.43) follows that

Dfia = 0. (8.50)
(8.50) is obvious if one thinks about the interpretation of coordinates (g, yo),
(z1,y1). Assumption (8.43) states that the hyperplane xg = 0 is mapped by D f

into the hyperplane 1 = 0. Now we will confirm this by the formal computation.
We have

Df(q)(Aoy,y) = ((Df11 4o + Dfi2)y, (D fa1Ao + Dfaz)y).
Condition (8.43) implies that
(Df11A0 + Dfi2)y = A1 (Dfa1 Ao + Dfa2)y, Yy € R®. (8.51)
We can drop y to obtain
D f11A¢ + D fi12 = Ay (D fo1A0 + D fa3). (8.52)

Hence indeed (8.50) holds.
Now we apply Lemma 76. To do this observe that

|D®. || < 1+L,
ID*fl < |ID*fl(1+ L)
of, _0f,

87;(0) = 87;((])7

Observe that in the assumptions of Theorem 77 matrix A; does not need to
be unique. It is unique when D fa1 Ag + D fao is invertible. In such situation

Ay = (Df11A0 + Df12)(D fa1 Ao + D fa2) " (8.53)

To see an example of nonuniqueness we take z,y € R f(x,y) = (2,0). Then
f(Js(0,0,M)) C R x {0} C J5(0,a, M) for any a € R and M € R,.

8.2 Smoothness of the center-unstable manifold
and unstable fibers

The goal of this section is to prove the smoothness of W and fibers W' if
f € C?. The assume the standard assumptions defined in Section 7.1.

The proofs are smoothness of W and W' are almost identical, they are
based on the graph transform for center-horizontal and horizontal disks and
estimates for for the 'unstable’ jets in the sense of Section 8.1.
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8.2.1 Smoothness of the center-unstable manifold

Theorem 78 Assume f € C?.

Let
1 Ofx .z
o = g ([ + 2 |2
qeD Oy
- . af A,z 1 af()\ w)
v = f ’ -
K zlgD <m (8()\795) (Z)> y >
We assume that
Bf;“ <1 (8.54)

v

Then the center-unstable manifold W is of clasiC1 in the following sense,
there exists a C1 function xe, : A x By, (0, R) — intB4(0, R), such that

W = (0, xeu(0))|0 € A x B, (0, R)}.

Proof:

We use notation 6 = (A, z).

The existence of W and x., has been established in Theorem 47. It
remains to show that (8.54) implies that y., is C*.

To achieve this we use the graph transform of center-horizontal disks in D
satisfying cone condition defined in Section 7.2.1. Let b : Ax B, (0, R) — D given
by b(6) = (,0). From Lemma 43 and Theorem 48 it follows that b; = G, (b)
are center-horizontal disks in D satisfying the cone condition of class C? and b;
uniformly converge to 8 — (0, x.s(0)). In the sequel we will use the following
notation. I;l = myb.

Observe that the cone condition for b; implies that m,b; has the derivative
bounded by 1/a,. Indeed, since Q,(b;(61) — b;(62)) < 0 if |61 — 62| < 2R,
then we obtain

—(01 — 02)% + a2(bs(01) — bi(62))> <0 (8.55)
hence
1Bi(61) — b (82)[| < 1|61 — b2 /vy (8.56)
Hence ~
D] < 1/a,. (8.57)

Since the derivatives are uniformly bounded, the idea of the proof is to show
that D2b; are uniformly bounded, which will imply the equicontinuity of Db;
and will allow to apply the Ascoli-Arzela lemma.

The bound for the second derivatives will obtained from Theorem 75. To
verify assumptions of this theorem we define

dfy Obit dfo
a—y(bi(e))— 8; (Waf(bi(e)))afy(bi(@)

sup
i€Z+79€AX§u(OvR)

u

F8.58)

) = in m<%§<bi<e>>+%<bi<e>>§’;<e>>. (8.59)

i€Z4,0€AX B (0,R) dy
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We want check whether A > 0 and {z < 1.
Using (8.57) we obtain

: Jfg ) ~1 N

A > inf =) ) = 1@ - =7, > 0.
> inf <m ( 20 (q)> ’ T >
For p we have the following estimate

p < sup (H%J;’(q)‘

qeD

9fo

+ aiy(Q)

O[,U_1> = Bcu-

From our assumptions it follows that 45 < 1.
Let B and C be constants such that |D?f(D)|| < 2C, ’%’;" (q)H < B. Let
M = M,(C, B,1/ay, {z) be a constant obtained from Theorem 75.
Then there exists § > 0 such that for any ¢ € Z; and 6 € A holds
F(Tu0s(0), DB:(0), M.6)) € Ju(F(1(6)), Disa(rof (4s(0). M) (8.60)

Observe for 4 = 0 we have a ’flat’ center horizontal disk by(6) = (6,0), hence
for each 6

bo(0 + h) C Ju(bo(6),0, M), h sufficently small (8.61)

Using (8.60,8.61) by an induction argument we obtain that for each 6 and 4
there exists ¢ (it could be in fact be the same) such that

bi(0 + h) C Ju(bi(0), Dbi(0), M),  ||h|| <0 (8.62)
This implies that
1bi(q + h) — bi(q) — Dbi(q)h|| < M>h (8.63)

It is easy to prove that (8.63) implies a uniform bound on D2~Ei(q).
Now by using the Arzela-Ascoli lemma we can prove that b; converge in
Cl-norm to a C*! function .
]

8.2.2 Smoothness of the unstable fibers
Theorem 79 Assume f € C2.

Let
. Af ) Ofs
e = 235<H6<A,§>(")H+% a(A,w(Q)H)’
0fy 0fy
= g (m (5r0) e a(Afw(z)H)
I
! Pu g (8.64)
U

then for every g € W< the unstable fiber W' is Ct.
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Proof: We proceed as in the proof of Theorem 78. We use the graph transform
of horizontal disks in D satisfying the cone condition defined in Def. 41 and for
q € W we consider the sequence of horizontal disks in D satisfying the cone
condition di,q = GF(hs-+(g)) defined in Section 7.5 by (7.54). Let us remind
the reader that the disk h, was defined by hy(z) = (mrq, , myq).
Let us observe that
Gn(di—1,5-1(q)) = di.q- (8.65)

In the reminder of the proof we use notation 6 = (X, ).

It was shown in Section 7.5 (see Lemma 54) that for each ¢ € W dj,
converge uniformly for d, (in C° norm) to W*. We would like to show that it is
converging in C! norm, Wthh will imply that W, is C'. We intend to use the
Ascoli-Arzela lemma, we need for this a uniform bound for the first and second
derivatives of dj , with respect to x.

Let Z be a set of all horizontal disks in D satisfying the cone condition
of class C'. The bounds for derivatives of b € Z are obtained from the cone
condition for horizontal disks. We have

Qn(b(w1) = b(z2)) > 0, (8.66)

which implies that
|Dmyb| < ap, beZ. (8.67)

This is gives us bound for the first derivative of dj, 4

The bound for the second derivatives will obtained from Theorem 75. In
that theorem z will be the unstable’ direction and # will play the role of y
variable. We define

9 Ofs
o= s ) - DrG0) 0 G 0t )
beZ,x€By(0,R), f(x)eD
. Ofz 8fa: )
= f —( + = ))Dmob(x (8.69)
beZ,xeﬁul(IOl,R),f(ac)eDm ( Oz () 39 "

We want check whether p > 0 and p% <1
Using (8.67) we obtain

af, o,
p>52£m<aj;(q)ah a{,”)

For p we have the following estimate

Il
=i
T

dfo Ofz

< _— _— = .
Hs sup (H 20 (Q)H +on |5 (q) [
From our assumptions it follows that —’; + < 1.

Let B and C be constants such that [|[D?f(D)|| < 2C, %(Q)H < B. Let
M = My(C, B,1/ay, £%) be a constant obtained from Theorem 75.
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Consider now the disks dj 4. Each of them in a iterate of graph transform
of the flat disk of the form h, for some p € D. We have
hp(z +v) C Jy(hp(x),0, M), v sufficently small. (8.70)

Hence from Theorem 75 it follows that there exists § > 0 such that for any
k € Zy and 6 € A holds

f(Ju(dy,q(2), DTody q(2), M, 6)) C Ju(f(dr,q(2)), ToGn (s f (dr,q(2))), M)
(8.71)
Using (8.65) (8.71,8.70) by an induction argument we obtain that for each
0 and ¢ there exists 0 (it could be in fact be the same) such that

dk,q(9+h) C Ju(dk,q(x)vDﬂedk,q(x)7M)v ||h|| <9 (872)
This implies that
|modi,q(z + h) — mody 4(q) — Dmody q(x)h| < M?h (8.73)

It is easy to prove that (8.73) implies a uniform bound on D?*mydy 4.
Now by using the Arzela-Ascoli lemma we can prove that mydy, 4 converge in
Cl-norm to a C! function.
1

8.3 Smoothness of W% and the stable fibers

8.3.1 Smoothness of W¢

We assume the standard assumptions defined in Section 7.1 and we assume that
fecC?

The goal of this section is to show that W is smooth.

Theorem 80 Let
. Ofz 1
cs — f - -
! qlgD <m <( Ox (q)) ap,

2
If nes > 0 and % <1, then W¢ 45 C*.

Pong)). (5.74)

Proof: It was shown in Lemma 51 that W€ is a uniform limit of center-vertical
disks in D satisfying cone condition and defined as follows:
for any k € Z and (\,y) € A x B,(0, R) we consider the following problem

T f (N2, y) =0 (8.75)
under the constraint

ff\zy)eD. i=0,1,....k (8.76)
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has a unique solution xj(A,y) € C?. The center-horizontal disks converging to
W€ are given by
de(Ay) = (X ze(X ), y). (8.77)
Observe that do(A,y) = (X, 0,v).
From now in the remainder of the proof we will use notation § = (A, y).
The cone condition implies that for any center-vertical disk b holds for ||6; —

05| sufficiently small
an(b(61) — b(0s)) < 62 (8.78)

hence
| Dzl < 1/an, ke€Zy. (8.79)

We will show that the family of functions xj = m,dx has a uniformly bounded
second derivative. For this we will use Theorem 77.
Observe that

0= Wmfk(6‘7xk(0)) = ’/Tmfk_l(f(avxk(a)))'

Therefore we obtain

f(di(0)) {di-1(q) | ¢ € A x B5(0,R)},
f(0,21(0)) = (mof(0,2x(0)), 2u—1(mo f (0, 2x(0))))-

m

Moreover that map f maps the tangent space to dj and di(6) into a tangent
space of di_1(maf(0,21(0))). B

We consider the stable jets Js(di(6), Dxg, M) for § € A x Bs(0,R) and
k € Z, and using Theorem 77 we want to find M > 0, such that for sufficiently
small § > 0 holds

f(Js(dp(0), Dxy(0), M, 95)) C f(Js(dkA(?Tef(@axk(e))%D$k71(ﬁef(97$k(9()))vM))~

8.80)
Let
9 0
wo= sup O, (o)) + f(dkw))Dazk(e)H (8:81)
0€AXB.(0,R),keZ k>0 Il OY x
. Ofs 0

b= ot o (@) = Dics (o (0) F2 012

0€Ax B, (0,R),kE€Z k>0 Ox Ox

We need to have )

p>0, L1 (8.83)

Using (8.79) we obtain

s sup (| Heia)| + | anon

qeD

Oéhl) = Bn
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and

Ofx 11l
pz it (n (@) - ot | G20 ) = e

Therefore from our assumptions follows that (8.83) are satisfied. Hence there
exists M > 0 (independent of k) such that for k € Z4 holds (8.80). After k
iteration of (8.80) we obtain for some § > 0 (remember that dy is flat 2:¢(6) = 0)

fk(JS(dk(9)7ka(9)7 M, 6)) C Js(fk(dk(g))v 0, M) (8'84)

Observe that (8.84) means the following: let ¢ € A x B4(0, R) if ||(0o, z0)|| <
8, 160> < M||zo]|, then

FF(di(q) + (Dzk(9)80 + 0, 00)) = fF(di(q)) + (61,31),

where [|61]]? < M||z1]].

Since . f*(di(q)) = m.f*(q), therefore for z € J(di(0), Dz (6), M,5) we
have 7, f*(2) # 7. f*(q) if z # di(q).

Hence di(01) ¢ Js (di(9), Dk (6), M, d) for 0 < ||61 — 0|| sufficiently small.
From this observation we obtain

l2(62) — 4(6) — Da(6)(61 — O < 61 0% (385)

It is easy to prove that (8.85) implies a uniform bound on D?x(q).
Now by using the Arzela-Ascoli lemma we can prove that xj converge in
Cl-norm to a C! function.
1

8.3.2 Smoothness of stable fibers

We assume the standard assumptions defined in Section 7.1 and we assume that
f € C%. The goal of this section is to show that the stable fibers are smooth.
The proof is more involved than the previous proofs of smoothness, because in
this case we do not have functions defined on the common domain that converge
uniformly. Instead W, is patched from local pieces.

We use notation 6 = (A, z).

Lemma 81 Let v < 1 be such that B, < v < n,. Let U C D be an open set
and such that UNW¢ CintD. Let r = r(U,~) be as in Lemma 61.

For any g € UNW® and for any y € By(myq,7/c) and any k € Z. there
exists Ok (q,y) a unique solution of the problem given by conditions (8.86,8.87)

o (f*(0r(a.9).9) — f*(@) = 0 (8.86)

Functions 0;(q,y) are C% and for a fived q satisfy the cone condition

Qu((Ok(q,y1),v1) — (Ok(q, y2),y2)) > 0, (8.88)
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Moweover, for fized q 0x(q, ) converges uniformly to vertical disk in N(q,r,r /o)
which is equal to W7 N Sy(7,r), where (compare Theorem 64)

S‘I(’Yvr) = {Z €D | fj(z) € N(fj(q)afyjrvfyjr/av)a JjE Z+} (889)
Proof: For k € Z, we consider the following equation
F<97 q, y) = 7Tefk(e? y) - 7T9fk(q) = 07 (890)

in the set (compare Theorem 64)

Serrak) ={z € D | fi(z) € N(F (@), ¥ Airfan), 5 =0,1,2,....k—1}
(8.91)
We want to apply the implicit function theorem to (8.86). The equation itself
is given by C? function, hence it is enough to show, that the solution exists, is
unique and %—g(z) is an linear isomorphism for any z € S, (7,7, k)

For any y, ¢ and k the solution of (8.90) in S,;(v,r, k) exists as the conse-
quence of Theorem 7. Let us denote this solution by 6. We will show that this
solution is unique.

Let 6’ # 6 be such that (6,y) € S,y(~,r, k). Then from Lemma 37 it follows
that

o (0, 9) — F5O ) > 710 — O] (8.92)

Hence 7o f*(0',y) # T f*(0k,y) = mof¥(q). This shows the uniqueness of the
solution of (8.90).

We need to show that 0j(q,y) satisfies (8.87). We will reason by a contra-
diction. If Q,(f7(0x(g,vy)) — f7(q)) < 0, for some j < k then by Lemma 37 it
follows that

0= |lma(f*(Or(q: ), ) — FX@) =k llmo (7 (Br(g, v)) — 7 (q))]| > 0.

Hence indeed (8.87) is satisfied.

Now we show that 6gg{k (z) is a linear isomorphism for any z = (\,y) €

Sq(7v,7, k). From Lemma 37 for z1 = (X, y), 22 = (A2, y) € Sq(7,7, k),

7o (F* (N y) = F* Qa9 = 05 [A = Ae|l (8.93)
Passing to the limit Ay — X\ we obtain for any vector v € R*

Haﬂefk

(A y)o|| = ngllo]l- (8.94)

00k

This shows that agg)f - (z) is a linear isomorphism.
To verify (8.88) we reason by a contradiction. Assume that Q,((0x(g,y1),y1)—
(0k(q,y2),y2)) < 0, then from Lemma 37 it follows that

0 = [lma(f* (O (a y1) y1) — F¥(Ok(q, y2), y2)) | > 0k 110k (q, y1) — Ou(q. y2)|| > 0.

Hence indeed (8.88) is satisfied.
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Uniform convergence. Let j < k. We have from Lemma 37

7o (f7(05(a,y),y) — 7 (Ou(a. 1), w) | = 13116 (q, y) — Ok(a, y)|- (8.95)
But [|mo(f7(0;(qv),y) — f7(0r(q,y),))|| < 2777, hence we obtain

10;(q,y) — Or(g,y)|l <2r <;}>J : (8.96)

We see that 05 (g, ) is a Cauchy sequence. Let 05(q, y) be the limit function.
Observe that we have

Qu(f(0s(a.y)) — f(q)) > 0,j € Zy. (8.97)

Therefore the graph {(05(¢,y),vy) | v € Bs(myq,7/ay)} is equal to win
Sq(y,m).

Theorem 82 Let
. o

2
w0, o (8.99)

S

afy H) (8.98)

Assume that

Then for all g € W< the stable fiber W is C' in the following sense: there
exists a O function 0, : B4(0, R) — T, such that

Wy =1{(0s(),y) | y € Bs(0, R)}.

Proof:

From Lemma 81 it follows that for any ¢ € W**NintD there exists r(q), such
that y € B,(myq,r(¢q)) and any k € Z, there exists 0,(q, y) a unique solution of
the equation

o (F*(0k(g,9),y) — f*(g)) =0 (8.100)
and satisfying the following condition
Qu(f7 (0n(a,9),9) = (@) 20,  j=0,1,2,... . k-1 (8.101)
Functions 6y (q, y) are C? and for a fixed ¢ satisfy the cone condition
Qu((Ok(a,y1),41) — (Ok(a,y2), y2)) = 0, (8.102)

which gives

—(Ok(g,y1) — Ok(q,92))* + ao(yr —y2)> > 0
10k (q,v1) — Ok(q,92)] < awllyr — 2]

0
H < o (8.103)
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We define 0y(q,y) = maq.
We will show that the family of functions {6x(q,-)} has uniformly bounded
second derivatives, i.e. there exists M > 0, such that

For this we will use Theorem 77 about the propagation of the stable jets.
Observe first that for any y € Bs(m,q,7(q))

f(ek(qu)’ y) € {(ekfl(f(Q)’y)ay) | ye Es(ﬂyf(q>77kT(q)>}> k= 1, 27 ce
B(my f(a),7"7(q)) € Bs(myf (@), 7(f*(a)))

The tangent spaces to {(0x(q,),y) | y € Bs(myq,r(q))} are mapped into tangent
spaces of y — (0x—1(f(q),y),y), but this map does not need to have a full rank.

POk (4,)
8y2 Q) y

H < M, Vg€ D,y € Bs(0,R),k € Z. (8.104)

The tangent space is always of the form {(0x(q,v),y) + (%yo, yo) | y € R°}.

To verify the assumptions of Thm. 77 for Js along the sequence (0x(q,y),y)
let us define

) a0
b= _sup 00,0090 + 2 Oulan) ) G )|
qEWes . y€Bs(myq,m(q)), k€L Y Yy
. ) o0
p = _ inf m( Jo (Ok(0,9), y) — —=L(F(Ok(0,9),9), 7y F(Ok(2,9), 1))
qEWes . y€Bs(myq,m(q)), k€L a0 dy
‘We need to check that )
p>0, % <1 (8.105)

Observe that from (8.103) it follows that
(5 o+«

p < sup

)=
p>qlg£( (%?(@) %J;’( )D = Hs.

Therefore conditions (8.105) are satisfied. Hence from Theorem 77 it follows
there exists M > 0 (independent of ¢,y) and ¢, such that

I (Js (wq,y),y), O ). M, 6)) C L (Ou(a.v).9).0. ). (8.106)

Observe that (8.106) means the following: if ||(6o, yo)| < 9, |lyoll? < M||0]],
then

7 (wq, v).y) + (a;yk(q,y)yo +eo,yo)) = P00 9) ) + (00, 0),

where [ly1 |2 < M]0,].

00

v (4, (a,9)
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Since 7o f* (01 (q,v),y) = mo.f*(q), therefore for z € J; ((Hk(% Y):9), G (g,9), M, 5)
we have 7 f*(2) # mo f*(q) if 2 # (0x(q,y), y)-

Hence (0k(q,91),91) ¢ Js ((ek(q,y),y),%(q,y%M,é) for 0 < [lyr — yll
sufficiently small. From this observation we obtain

It is easy to prove that (8.107) implies a uniform bound on %2;2"" (q,9).
Now by using the Arzela-Ascoli lemma we can prove that 6x(q,-) converge

in Cl-norm to a C! function.

00, 1 9
(o) = 0a) ~ @) =) < Sl =l (8200
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Chapter 9

Example

9.1 Example

We consider perturbation of the following map f : S! x R* x R®
fvz,y)=A+v+ i sin(27), 22, y/2) + dg(A, z,y). (9.1)

where g(A + 1,2,9) = g(A,z,y) and g € C?. The parameter v € [0,1] and
ee[—1/4,1/4)].

For § = 0 the map f has an invariant manifold - the central circle A =
S1 x {0} x {0}, but the dynamics on A depending on (v, €) can be either rigid
rotation (typical from the measure point of view for e small) or can posses
sinks and repelling points (typical from the topological point of view). This
phenomenon is related to so called Arnold tongues [ArV].

Our goal is to illustrate that independent on the detailed dynamics for the
unperturbed map our approach yields the invariant manifold.

Let D = S' x B,(0,R) x B,4(0, R).

We gather some estimates in a form of lemma.

Lemma 83 Let 6 = 0. Assume that |e] < 1. Then

(lanp@]) = 1-w 02
m([%f(D)D = 2 (9.3)
wup 508 = 11 0

Proof: An easy computation show that

o[ 3]

121
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This proves (9.2).

Of ) (2) = 14+e€ecos(2rA) 0O
oNy) 0 1/2

Let us take ap < 1, a,, < 1 but close to 1.

First we establish the conditions related to good atlas. We have Dy = 1,
hence Ry < 1/2. This gives us upper bound for R < 1/2R, (we assume that
ap, and «,, are smaller than 1 but very close to 1).

Condition (6.36) is implied by the following inequality

dmax[|[Dmag ()] - [(Ba, B, R}l + (1 + |e) Ra < 1/2. (9.5)

After some elementary calculations we obtain (we substitute R with Ry /2)

R (5max||D7rAg NV3/2+1+ e |) <1/2. (9.6)

From this we obtain

<5max||D7r>\g |F+1+||>_ /4. 9.7)

We summarize the above considerations as the following lemma.

Lemma 84 Assume R < 1/4. If (9.7) holds, then there exist o, ~ 1 and
ap = 1, such the compatibility conditions in the sense of Def. 32 are satisfied,

Lemma 85 If (9.7) is satisfied and the following conditions hold

R > d|m9(D)|, (9.8)
R/2 > é|myg(D)|. (9.9)

then f satisfies the covering relation on D.

Now we turn the cone conditions. Following definition 43 we define

B, = 1/2+6sup (av agy H Hagy )H) (9.10)
zeD

mo= 1-ld- (sup gff*;;<z>H+ sup [ ) @)

= et (2] [Ee]) e

= 2= (g | T g 5550 .

The conditions (7.5), (7.6), (7.7) are implied by the following ones
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1) (sup (ozv ) +
zeD

o [

a0\, ) dy

[ e]+ a%szg =) <
(g T+ on s |50 +
(e [ )

To make expressions easily manageable (but likely not optimal) observe that
all the norms of partial derivatives of g appearing in the above expressions can
be estimated by sup,cp || Dg|. Using this we obtain the following conditions

02+ a,+1/a) sug IDg(2)|| < 1/2 — |el,
ze
52+ an + L/an) sup [ Dg(z)]| < 1 el
zeD
Observe that we can replace o; + 1/, where i € {v,h} by 2 in the above
inequalities, because if the inequality holds after such substitution we can always

find a; < 1 close to 1 for which the original inequality holds.
Therefore we are left with one equation

46 sup || Dg(2)]] < 1/2 — |e|. (9.14)
z€D

Summarizing, we have proved the following theorem

Theorem 86 Let ¢ € [—1/4,1/4] and v € |0,1]. If

1
é Dy( —
(SQE” g(z II> < 15
1 —1
R < 4(5max||D7rAg N3/ +5/4> ,
R < 1/4,
dlr2g(D)| < R,
dlmyg(D)| < R/2.

Then there exists a,, < 1 and ap < 1, such that the standard assumpftions from
Section 7.1 are satisfied for the map (9.1) on the set D = S' x B,(0,R) x
B4(0,R). Therefore the conclusions of Theorem 45 apply to this map.

Now we will do a similar analysis for the assumptions of Theorem 46. As
above we will bound all the partial derivatives of g by || Dg||, set a, = ap, = 1
and |¢| < 1/4.

e = 1/24 26||Dygl|. (9.15)
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The condition % < 1 becomes
1/2 4 25||Dg|| < (3/4 — 26| Dg||)?. (9.16)

The important quantity here is A = 6 (sup,¢p ||Dg(2)]|). Theorem 86 intro-
duces an upper bound A < 1/16.
From (9.16) we obtain

1
A < — +4A2.
5A < T

It is easy to see that ignoring the term 4A2 does not change the range of A
much, hence

A< —. 17
<8O (9.17)

Now we compute 7.5. We have
Nles = 2 — 26| Dygll.
The condition 57’2 < 1 becomes
(5/4 +2A)? <2 —2A.

It is easy to see that it is satisfied for A as in (9.17).

If follows from Theorem 46 and the above computation that if (9.17) holds
together with assumptions of Theorem 86 then W% W< and A are C1.

Now we investigate the conditions implying the smoothness of stable and
unstable fibers. We have

Wy =5/4+ 24,
ps = 3/4 —2A.

Condition %—5 < 1 implying the smoothness of W' becomes
h

5/4+2A < (2 —2A)?
which is equivalent to
11
10A < =+ 402

It is easy to see that this inequality is satisfied if (9.17) holds.

2
Condition ﬁ—” < 1 implying the smoothness of W' becomes

(1/2 +2A)? < 3/4 — 2A,
which is equivalent to
4A 4+ 4A% < 1/2. (9.18)

It is easy to see that this inequality is satisfied if (9.17) holds.
Summarizing we have proved the following theorem
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Theorem 87 Let e € [—1/4,1/4] and v € [0,1]. If

5 (sup Dyl ) <
z€D

R <

R <

Smeg(D)| <

Slmy(D) <

1

%7

1 —1
1 (FmmIDmgGI VAT +5/1)
1/4,

R,

R/2.

Then there exists a,, < 1 and ap, < 1, such that the standard assumpftions from
Section 7.1 are satisfied for the map (9.1) on the set D = S' x B,(0,R) x
B,(0,R). The sets W, W, W and W§ are graphs of C* functions.
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9.2 Appendix

9.2.1 Local Brouwer degree

In this section we list the basic properties of the local Brouwer degree which are
relevant for us in this paper. The proofs can be found in [Sch, Ch. III].

For n = 0 we have R™ = {0}. We have only one self map for this space,
namely f(0) = 0. We formally define the local Brouwer degree of f at 0 in the
set {0} by

deg(f,{0},0) =1

Assume n > 0. Let D C R™ be an open set and f : S — R" be continuous,

D C S and ¢ € R™. Suppose that

theset f~'(¢)ND is compact. (9.19)

Then the local Brouwer degree of f at ¢ in the set D is defined. We denote it
by deg(f, D, c).

If D C dom(f) and D is compact, then (9.19) follows from the condition
c ¢ f(OD). (9.20)
Let us summarize the properties of the local Brouwer degree

Degree is an integer.
deg(f,D,c) € Z. (9.21)

Solution property.

If deg(f,D,c)#0, then there exists z € D with f(z) =c. (9.22)

Homotopy property. Let H : [0,1] x D — R™ be continuous. Suppose that

U H;'(e)Nn D is compact. (9.23)
A€0,1]
Then
YA €10,1] deg(Hx, D,c) = deg(Hy, D,c). (9.24)

If [0,1] x D C dom(H) and D is compact, then (9.23) follows from the
following condition
c¢ H([0,1],0D). (9.25)

Local degree is a locally constant function. Assume D is bounded and open.
If p and ¢ belong to the same component of R\ f(9D), then

deg(f, D, p) = deg(f, D, q). (9.26)
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Excision property. Suppose that £ C D, F is open and
fYeynD CE. (9.27)

Then
deg(f7E7C> = deg(f,D,c). (928)

Local degree for affine maps. Suppose that f(z) = A(x — zp) + ¢, where A
is a linear map and z¢ € R™. If the equation A(x) = 0 has no nontrivial
solutions (i.e. if Az =0, then x = 0) and zy € D, then

deg(f, D, c) = sgn(det A). (9.29)

Product property Let U; C R™, ¢; € R* f, : Uy — R for i = 1,2.
The map (fi1, f2) : R™ x R™ — R™ x R™ is given by (f1, f2)(x1,x2) =
(f1(x1), f2(z2). We have

deg((f1, f2),Ur x Us, (c1,¢2)) = deg(f1,Ur, c1) - deg(f2, Uz, c2),  (9.30)
whenever the right hand side is defined.

Multiplication property Let D C R™ be bounded and open. Let f : D C
R™ — R™ g : R™ — R" are two continuous mappings and A; the bounded
components of R™\ f(0D). Then

deg(go f,D,p) = Zdeg(g7 A, p)deg(f, D, A;), (9.31)
A;

where deg(f, D,A;) = deg(f,D,q;) for some ¢; € A;. From equation
(9.26) it follows that this definition of deg(f, D, A;) does not depend on
the choice of g;.

Addition property. If D = J,.; D;, where each D; is open, the family {D;}
is disjoint and 0D; C 9D, then for every ¢ ¢ f(0D):

deg(f,D,c) = Zdeg(f, D;,c). (9.32)

il
From Multiplication property and formula (9.29) we obtain immediately

Collorary 88 Let D C R™ be open and bounded. Let A : D — R™, be continu-
ous and 0 ¢ A(OD),

deg(—A,U,0) = (—1)"deg(A,U,0). (9.33)

As the consequence of Addition and Excision property we obtain the follow-
ing
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Collorary 89 Suppose that D is a finite union of open sets D = J;_, D; such
that the sets fllei (¢) are mutually disjoint and ¢ ¢ f(OD;). Then

deg(f, D,c) = 3 deg(fip,, Disc). (9.34)
=1

Here is another important consequence of above properties

Collorary 90 Assume V C R"™ is bounded and open. Let f : V — R™ be a
Cl-map. Assume that ¢ € R™\ f(OV) is a regular value for f, i.e. for each
x € f~1(c) the Jacobian matriz of f at x denoted by D f(x) is nonsingular, then

deg(f,V,e)= > sen(det Df(x)).
z€f~1(c)

9.2.2 The degree of maps 5" — S™

In this section we recall some relevant facts on the degree of maps S™ — S™ see
for example [DG, Ch. 7.5].

Definition 45 Let n > 1. The degree of a continuous map f : S™ — S™ is a
unique integer d(f) such that f.(u) = d(f) - u, for any generator uw € H,(S™),
where H,(S™) is n-th homology group of S™ and f. : H,(S™) — H,(S™) is the
induced homomorphism.

For n = 0 we define the degree, d(f), as follows, S® = {—1,1}. We set

1, if f(1)=1and f(-1) = -1,
d(f)y=149-1, if f(1) = -1 and f(-1) =1, (9.35)
0, otherwise.

Theorem 91 (H. Hopf) Let n > 1. Then f,g : S™ — S™ are homotopic if
and only if d(f) = d(g).

Lemma 92 Let u > 0, Assume that A : B,(0,1) — R is a continuous map,
such that

0¢ A(0B(0,1)).
Let the map s4 : S*~ 1 = S*~1 be given by
A(x)

"0 = A
Then
deg(A, B,(0,1),0) = d(sa). (9.36)
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